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ABSTRACT  

Describes the structural methods of testing programs such as branch testing, program verification, symbolic 

testing and the generation of structural tests. An algorithm for the minimum coverage of the program graph 

based on a packaged adjacency matrix and a specific example of the minimum coverage of the program 

graph are introduced. 
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Among the many methods proposed to increase the reliability of programs, the method of structural 

programming has become of great importance. A program is called a structure in relation to some basic set 

of program control structures if it is composed of these control structures suitably interconnected. A 

generally recognized set of basic program control structures is shown in Figure 1.   

 
                                                                     а)                  b)                c) 

Рис.1. Набор базовых структур программы: a – линейная программа;                            

 b – разветвленные типа IF;  c – цикл типа WHILE 

 

These basic structures are called D elements. Accordingly, a program composed of these basic structural 

elements is called  a D-structured program. It has been proven that D elements are a complete (sufficient) 

basis for compiling any programs or describing any algorithms. 

Some program can be described as a graph G=(V,E) consisting of a plurality of vertices V and a set of arcs 

E.  Let each vertex vi , which is part  of V (vi Є V) be somelinear section (sequence of commands without 

branching) of the program. Let each arc (vi vj) of the graph be a transfer of control from the linear section i 

linear section j.  Let's call a graph g ca structured graph or  a d graph if itdescribes a structural program. 

Although structural programming increases the reliability of the program, there is no need for tests because 

you need to prove the correctness of the program. It is usually required that the tests provide at least one 

execution of each instruction or each forks in the program. 

On a modeland a program in graph form, this corresponds to finding many paths covering all the vertices or 

all the arcs of the graph. Often the set of tests that lead to the execution of all the operators or all the 

branches in the program is insufficient. On the other hand, testing all paths in the program structure is 

impractical or even impossible because of their  a lot of it. The trade-off solution is path testing, which 

provides testing of critical interactions between parts of the program. On the graph describing the program, 



NOVATEUR PUBLICATIONS  

 INTERNATIONAL JOURNAL OF INNOVATIONS IN ENGINEERING RESEARCH AND TECHNOLOGY  

[IJIERT] ISSN: 2394-3696 Website: ijiert.org  

VOLUME 9, ISSUE 12, Dec. -2022 

104 | P a g e  
 

such interactionswithtwiya can beat the simulated by introducing the required pairs, i.e., pairs of vertices 

that must interact in at least one test. 

The graph is represented as a packaged adjacency matrix (UMS). The packed adjacency matrix A = {  andij} 

of a graph with v vertices is the v x l matrix (l is the maximum degree of output of the t-th vertex). The 

degree of input dtox(vi) and the output dof(v i) of some vertex of the graph means, respectively, the number of 

arcs entering and exiting the vertices. Each row i of the UMS is filled in random order with vertex numbers 

that are adjacent  with vertex i.  

The graph view as a UMC has the following advantages over other existing representations: for large 

graphs, the number of UMC columns is significantly smaller than the number of columns in the 

corresponding adjacency matrix; it is relatively simple to simulate the process of moving along the graph to 

build paths; the graph processing time is reduced. The criterion for testing is the criterion of branches, where 

under the branch of the program thereis someconsistency of operators executed strictly one after another. 

Thus, the branch is a linear section of the program.  To construct a minimum coverage, the graph is divided 

into DD paths using the UMS of the original graph. A set of vertices whose output d(vi)>1, the input and 

output vertices are denoted as D vertices. Then the DD path is a simple path between two D vertices, such 

that there are no D vertices within it. Cycles and loops are then defined and the arcs that close them are 

excluded.  

The proposed algorithm for constructing a minimum coverage (BMS) of the graph consists of the following 

stages.  An example of a program graph is shown in Fig. 2. 

Step 1. The i-th vertex is viewed and the adjacent vertex j is determined, the number of which is the 

maximum among the numbers of adjacent vertices, where  i Є { l , n −1;}  n is the number of vertices of the 

graph.  

Этап 2. Просматривается дуга (v i, v j). Если d вх ( v i ) > 1 и d вых( v j ) >1 , то дуга g(v i,v j) 

исключается. Если d вых ( v i )  > 1 и d вх( v j ) = 1, то дуга h( v i, v  j) 

Notes.  

 
Rice. 2. Example of a programgraph s 

Step 3: Substitute i = j and repeat steps 1-2  until j is equated with the number of the final (output) vertex. 

Fixes the path as a sequence of values j. 

Step 4.  If there are no arcs of type g in the constructed path, then the last arc of type h is excluded. 

Step 5: Repeat steps 1-2  until there are no arcs of type g and h in the constructed path.  

An example of building a minimum coverage of a program graph. Let be the graph of the program shown in 

Fig. 1. Graph arcs mean a sequence of computational program operators, ingraph ruffs mean branching and 

unification operators. After excluding the closing arc cycles (they are tested separately), the graph is drawn.  

Figure 1 is described by the following UMC:  
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 The first stages of the ISTOC algorithm give the following results: 

Этап 1. Устанавливается  i = 1,  j = 2.  {1, 2} 

Step 2. The arc (vi, vj) is not excluded or marked.  

Этап 1. Устанавливается   i = 2,  j = 3.  {1, 2, 3} 

Step 2. One of the arcs (v2, v3) is excluded 

Этап 1. Устанавливается  i = 3,  j = 10.   p1 = {1, 2, 3, 10} 

Этап 2. Дуга (v3, vI0) исключается.  

Этап 1. Устанавливается  i = 3,  j = 6. 

Этап 2.  Дуги (v 6, v 7), (v 8, v 9), (v 9, v I0)  исключаются, дуга h(v 3  , v6) 

             Notes. 

The procedures of steps 1 through 2 are repeated until the path to the final vertex of graph v10 corresponding 

to the result of the calculations is determined. In this case, the first path p1 = { l, 2, 3, 10} is determined after 

three steps. The following steps, repeated until there are no arcs of type g and h left in the constructed path, 

allows you to determine the following paths:   

p 2  = {1,2, 3, 6, 7, 8, 9, 10},  

                     р3 = {1. 2, 3, 4, 6, 7, 8, 9, 10},  

p 4  = {1. 2, 3,4, 6. 7, 8, 9, 10},  

                     р5 = {1, 2, 3, 4, 5, 10}.  

According to the developed algorithm of the minimum coverage of the program graph,  a program in Python 

is compiled, which is shown in Table 1. 

The program consists of the following parts: 

➢ enter the original adjacency matrix; 

➢ determination of the degree of yield of vertices; 

➢ determine the degree of entry of vertices; 

➢ create a specific path; 

➢ Excluding a g or h doop  in a route of a specific path. 

To create one path in the worst case requires  n operation, and to build the minimum number of operations 

requires m operations, where m is the  minimum number of paths that cover all the branches of the graph of 

the program. Therefore, the complexity of the developed algorithm is equal to 

О(| v| x | m|) => О(| (v|) 
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Table 1 Resource requirements by component 

Program Minimum Graph Coverage Program Extension of the program 

# Enter the original adjacency matrix  

import numpy as np 

a=np.array([[0,1,0,0,0,0,0,0,0,0], 

            [0,0,1,0,0,0,0,0,0,0], 

            [0,0,0,1,0,0,0,0,0,0], 

            [0,0,0,0,1,0,0,0,0,0], 

            [0,0,0,0,0,0,0,0,0,1], 

            [0,0,0,0,0,0,1,0,0,0], 

            [0,0,0,0,0,0,0,1,0,0], 

            [0,0,0,0,0,0,0,0,1,0], 

            [0,0,0,0,0,0,0,0,0,1], 

            [0,0,0,0,0,0,0,0,0,0]]) 

print(a) 

vx=[0,0,0,0,0,0,0,0,0,0] 

vix=[0,0,0,0,0,0,0,0,0,0]   

 

# Determining the yield of vertices 

for i in range(0,10): 

    for j in range(0,10): 

        vix[i]=vix[i]+a[i,j] 

print(vix) 

 

# Determining the degree of input xxxxxxxx 

for i in range(0,10): 

    for j in range(0,10): 

        vx[i]=vx[i]+a[j,i] 

print(vx) 

 

# creating paths xxxxxxxxxxxxxxxx 

p=[0,0,0,0,0,0,0,0,0,0,0,0,0] 

# creating paths xxxxxxxxxxxxxxxx 

ii=[0,0,0,0,0,0,0,0,0,0,0] 

jj=[0,0,0,0,0,0,0,0,0,0,0] 

ia=[0,0,0,0,0,0,0,0,0,0,0,0] 

and=[0,0,0,0,0,0,0,0,0,0,0,0] 

w=[0,0,0,0,0,0,0,0,0,0,0] 

z=[0,0,0,0,0,0,0,0,0,0,0] 

a[i,j]=0 

k=0 

for i in range(0,10):    

      for j in range(9,0,-1): 

             if a[i,j]>0: 

                ii[k]=i 

                jj[k]=j 

                k=k+1   

 

#xxxxxxxxxxx education is a setof pathways 

d=0 

q=0 

k=0 

p[0]=1 

for i in range(10,0,-1): 

    for j in range(10,0,-1):         

        ia[j]=ii[j] # трансформация 

        ja[j]=jj[j] # трансформация     

for i in range(0,10):   

      d=ja[i] 

    #print('d,d) 

    p[k]=9 

    if d==9: 

       break 

    for j in range(0,10): 

        if ia[j]==d: 

           p[k]=d            

           print('put ',p[k]) 

           print('put ',p) 

           k=k+1 

           if ia[j]==d or d==9: 

              break 

        if ia[j]==d or d==9: 

           break 

p[0]=1   

    

# exclusion of arcs of type "g" and "h" xxxxxx 

g=0 

h=0 

for i in range(0,10): 

    s=p[i] 

    t=p[i+1] 

    print('s  t ',s,t) 

    if(vix[s]>1 and vx[t]>1):        

       a[s,t]=a[s,t]-1 

       print('искл. ',a[s,t]) 

       p[i]=j 

       g=1 

    elif(vix[s]>1 and vx[t]==1)and g==0: 

         a[s,t]=a[s,t]-1 

         print('xxx ',s,t) 

         if t==9: 

           break 

    if t==9: 

        break 

#print('put ',p) 

print(a) 
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