
NOVATEUR PUBLICATIONS  

INTERNATIONAL JOURNAL OF INNOVATIONS IN ENGINEERING RESEARCH AND TECHNOLOGY  

[IJIERT] ISSN: 2394-3696 Website: ijiert.org  

VOLUME 8, ISSUE 5, May. -2021 

193 | P a g e  

 

A REVIEW ON CUSTOMER CHURN PREDICTION USING MACHINE 

LEARNING APPROACH 
Kiran Dhangar 

Department of Computer Engineering,PUSA Institute Of Technology, Delhi,India 

 * krndhangar2@gmail.com 

 

Prateek Anand 

Phd Scholar NSUT East Campus Delhi 

anand.prateek91@gmail.com 

ABSTRACT  

Customer churn is a problem that affects firms in a variety of industries. Every time a client departs, there 

will be significant loss of a firm. Churn prediction refers to determining which consumers are most likely to 

cancel a service subscription based on how they use it. It's a crucial prediction for many firms because 

getting new customers is sometimes more expensive than keeping old ones. There are six faces to our 

suggested methodology. Data pre-processing and exploratory data analysis are performed in the first two 

faces. In the third phase, feature selection is considered; after that, the data is divided into two portions, train 

and testset, in a ratio of 80% and 20%, respectively. The most prominent prediction models, such as logistic 

regression, naive bayes, support vector machine, and random forests, were used on the train set, and 

ensemble approaches were used to evaluate how they impacted model accuracy. In addition, for 

hyperparameter tuning and to avoid overfitting of models, k-fold cross validation was applied. Finally, the 

AUC/RUC curve was used to analyse the findings obtained on the test set. Random Forest and SVM were 

shown to have the highest accuracy of 87 percent and 84 percent, respectively. Random Forest achieves the 

greatest AUC score of 94.5 percent, while SVM classifiers obtain 92.1 percent, outperforming others. 

 

INTRODUCTION  

The telecommunications industry's globalisation As the number of operators in the market grows, so does 

the level of competition. [9] It's not simple to stay competitive in the digital age. Customer dissatisfaction 

with consumer service and assistance is the primary cause of churn. Forecasting clients who are likely to 

churn is the key to solving this problem. [18,27,34].With the increased competition in the market for 

providing services, the goal of customer churn prediction is to assist in the development of customer 

retention strategies. Customer retention is a set of activities that a business undertakes to improve the 

number of repeat customers and profits. The customer churn prediction model attempts to forecast voluntary 

attrition by identifying churn signals [43]. Churn is a metric that measures how many customers have 

abandoned your brand by cancelling their subscriptions or discontinuing to pay for your services. This is bad 

news for any firm because attracting a new customer costs five times as much as keeping an old one. A high 

customer churn rate will have a significant financial impact on your business. You can predict future 

churners who are going to depart your services by applying advanced artificial intelligence approaches such 

as machine learning (ML) [11,1]. As a result, many businesses have discovered that their existing database 

is one of their most valuable assets [11], and churn prediction, according to Abbasdimehr,[1] is a beneficial 

tool for predicting at-risk clients. 

 

LITERATURE SURVEY 

This article provides a brief overview of churn prediction in the telecom business, as well as related studies 

[2,7,12,20,21,23,27,28,31,35,38–40]. 
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The authors of Adbelrahim et al. [3] used tree-based algorithms to forecast customer turnover, including 

decision trees, random forests, GBM tree methods, and XGBoost. 

In a comparison, XGBoost outperformed the competition in terms of AUC accuracy. However, the accuracy 

of the feature selection process can be increased further by employing optimization algorithms. Support 

vector machine, decision tree, naive bayes, and logistic regression were used in a comparative comparison of 

machine learning models for customer churn prediction by Praveen et al. [5]. Following that, they looked at 

the impact of boosting algorithms on classification accuracy. SVM-POLY 123P showed up in the results. 

Lalwani et al., who used AdaBoost, outperformed the rest. However, combining feature selection procedures 

such as uni-variate selection and others can enhance classification accuracy even further. Horia Beleiu et al. 

[7] used three machine learning algorithms to predict customer churn: neural networks, support vector 

machines, and bayesian networks. Principle component analysis (PCA) is used to minimise the 

dimensionality of the data during the feature selection phase. However, by employing an optimization 

technique to improve the feature selection process, the classification accuracy can be enhanced. Gain 

measure and ROC curve were employed in the performance evaluation. The authors of J. Burez et al. [8] 

attempted to represent the problem of class imbalance. They used logistic regression and random forest 

techniques, as well as re-sampling. Additionally, boosting methods were used. AUC and Lift are taken into 

account in the performance analysis. They also looked at the impact of modern sampling techniques like 

CUBE, however the results showed no improvement in performance. However, employing optimization-

based sampling strategies, the problem of class imbalance can be tackled more effectively. 

The authors of K Coussement et al. [11] used support vector machines, logistic regression (LR), and random 

forest to try to capture the churn prediction problem (RF). SVM's performance was initially comparable to 

that of LR and RF, however when optimal parameter selection is taken into account, SVM beats both LR 

and RF in terms of PCC and AUC.On the churn prediction data-set, K. Dahiya et al. [12] used two machine 

learning models, namely decision tree and logistic regression. The WEKA tool was employed in the 

experimentation. Other machine learning techniques, on the other hand, can be used to tackle the 

aforementioned problem in a more efficient manner. 

The authors of Umman et al. [16] used logistic regression and decision tree machine learning models to 

examine a large data set, but the accuracy attained was low. As a result, further work is needed before other 

machine learning and feature selection techniques may be used.J. Hadden et al. [17] investigate the factors 

that influence reverence churn. They also conducted a comparison of three machine learning methods, 

including neural networks, regression trees, and regression. Because of its rule-based architecture, the 

acquired results confirm that decision tree is better than others. Using existing feature selection approaches, 

the obtained accuracy can be enhanced even more.J. Hadden et al. [18] provided a comprehensive evaluation 

of all machine learning models considered, as well as a detailed study of existing feature selection strategies. 

They discovered that the decision tree outperformed the others in the prediction models. Optimization 

strategies are also important in feature selection since they improve prediction algorithms. Following a 

comparison of existing methodologies, the authors proposed a research route for future research. 

 

1.2 Existing Problem 

In order to capture the aforementioned issue, the organisation must correctly predict the customer's 

behaviour. There are two approaches to managing customer churn: (1) reactive and (2) proactive. In a 

reactive strategy, the company waits for the consumer to submit a cancellation request, following which it 

offers the consumer enticing retention options. The likelihood of churn is projected under the proactive 

method, and clients are provided plans accordingly. It's a binary classification problem in which churners 

and non-churners are separated.  
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To address this issue, we applied the following Machine Learning approaches in this study: Logistic 

Regression , Naive Bayes,  Support Vector Machine (SVM), Random Forest Classifier. Furthermore, the 

data was pre-processed and significant feature vectors were identified using the gravitational search 

technique for a better comprehension of the data (GSA). The linearity of the data has also been examined 

and examined in order to employ appropriate Machine learning methods. 

 

1.3 Methodology to be used 

The following is a summary of our contribution: 

• We used data cleaning, data pre-processing, data analysis, feature selection, and data reduction to lower the 

data-dimensions. set's 

• We employed some of the most well-known machine learning techniques for prediction, such as logistic 

regression, SVM, and Random Forest, as well as k-fold cross validation to avoid overfitting. 

• After that, we harnessed the power of ensemble learning to improve algorithms and obtain better 

outcomes. 

• The algorithms were then evaluated on a test set using RUC/AUC curves, which were presented in the 

form of graphs and tables to compare which algorithm performed best for this data set. 

 

 

 

 

 

 

 

 

 

 

 

 

Exploratory Data Analysis is a method of evaluating or comprehending data in order to derive insights or 

key characteristics. As we can see, loading the data into the pandas data frame is one of the most crucial 

phases in EDA, as the values from the data set are comma-separated. All we have to do now is read the CSV 

into a data frame, and pandas will take care of the rest. 

The data will then be loaded into a Pandas data frame. We'll utilise the "Telco Customer Churn Dataset" 

dataset for this research. We examined the dataset by inspecting a few of the rows with the head() method, 

which retrieves the dataset's first five records. The dimensions of the data were observed using shape. 

(7043, 21)  
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The info () method displays information about the data, such as Column Name, Number of non-null entries 

in our columns, Data Type, and Memory Usage. 

Missing values in the dataset are dealt with. Fortunately, there are no missing values in this dataset, but the 

real world isn't as simple as our example. isna.df (). total () We'll utilise the describe() method, which 

displays the following basic statistical properties for each numerical feature (int64 and float64 types): 

number of non-missing values, mean, standard deviation, range, median, 0.25, 0.50, 0.75 quartiles. 

  

 

 

 

 

 

 

 

 

 

 

 

We look for duplicate values in our dataset since duplicate values will reduce the accuracy of our machine 

learning model. In our scenario, there are no duplicate rows. 

number of rows with duplicates: (0, 21) 

This step is essential in every EDA since there are occasions when we have a large number of columns that 

we never utilise; in these circumstances, dropping is the only option. The columns such as customerID don't 

make sense in this scenario, so they were removed for this instance; now the total number of rows and 

columns is: 

 (7043, 20) 

We determined the percentage of customers who stayed with the company and those who left. 

Customers stayed with the company 73.4630129206304 percent . 

26.536987079369588% of customers abandoned the business. 

We check for data types because numerical data can sometimes be saved as a string or object; in that case, 

we must convert the string to integer data before plotting the data on a graph. 
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Handling outliers in the data, i.e. the data's extreme values A Boxplot can be used to discover outliers in our 

data. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Compare and contrast different features (scatter), as well as frequency (histogram) 

The frequency of occurrence of variables in an interval is referred to as a histogram. In this example, we can 

examine several characteristics such as gender, InternetService, Tenure, and MonthlyCharges. 

Data Normalization and Scaling :  Normalization, also known as feature scaling, is a method of 

standardising a data set's range of features, which might vary greatly. As a result, we can use machine 

learning methods to preprocess the data. So, for the numerical values, we'll utilise StandardScaler, which 

employs the formula x-mean/std deviation. 

 

 

 

 

 

 

There is a class imbalance when observation in one class is higher than observation in other class. 

In our scenario, we discovered an unbalanced data set by measuring the number of customers who churned 

and those who did not. 

(1869, 20) (5174, 20) 

Oversampling the minority class is one way to deal with unbalanced datasets. Duplicating instances in the 

minority class is the easiest way, but these examples don't provide any new information to the model. 

Instead, new examples can be created by synthesising old ones. The Synthetic Minority Oversampling 

Technique, or SMOTE for short, is a method of data augmentation for the minority population. 
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1.4Train Test Split 

When machine learning algorithms are used to make predictions on data that was not used to train the 

model, the train-test split process is used to measure their performance. 

It's a quick and simple technique that allows you to compare the performance of different machine learning 

algorithms for your predictive modelling problem. In our scenario, the dataset was split into two parts: 80 

percent training and 20 percent test. 

 

1.5Training of Dataset 

Predictive models, such as logistic regression, naive bayes support vector machine, and random forests, were 

used on the train set, and ensemble approaches were used to see how they impacted model accuracy.In 

addition, for hyperparameter tuning and to avoid overfitting of models, k-fold cross validation was used over 

the train set under the guise of data such as dependability, efficiency, and popularity in the research 

community [16,17,22,30,33,36]. 

 

2.Performance Analysis 

Different metrics, such as precision, recall, accuracy, and F-measure [39], have been used to evaluate the 

performance of applied models or throughput of Customer Churn Prediction on the test set. It assesses the 

predictive models' ability to accurately estimate churning customers [10]. 

Table 1 Comparative analysis of different Machine Learning model 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Finally, the AUC/RUC curve was used to analyse the findings obtained on the test set. Random Forest and 

SVM were shown to have the highest accuracy of 87 percent and 84 percent, respectively. Random Forest 

achieves the greatest AUC score of 94.5 percent, while SVM classifiers obtain 92.1 percent, outperforming 

others. 
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Fig 1 Model AUC curve a) Logistic regression b)SVM c)Gaussian NB d)Random Forest 

 

CONCLUSION 

The experimental results reveal that two learning techniques, Random Forest and SVM classifier, provide 

the highest accuracy when compared to other models, with AUC scores of 94.5 percent and 92 percent for 

the churn prediction problem, respectively. They outperformed other algorithms across the board, including 

accuracy, precision, F-measure, recall, and AUC score. 
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