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ABSTRACT 
In today’s techno-savvy world people post their day to day emotions on the internet. With the 
commencement of social media platforms companies have started to use social media as fertile ground for 
sentiments and opinions. However the challenge is to make this influx of opinion into valuable information. 
Sentiment analysis is computationally identifying the opinions by categorizing a piece of text in positive and 
negative classes. Sentiment analysis is a popular area of research in data mining. This paper discusses 
various techniques, methods and viewpoint of various authors.  
 
INTRODUCTION 
With the advance of World Wide Web more and more people are expressing their views, comments, 
feedbacks reviews online. So we need to find a way to extract and analyse heaps of content into simple 
meaningful forms which can help in decision making. Today many companies have started using sentiment 
analysis as the basis of their marketing game plan. Researchers have developed automatic tools that hide the 
tiny intricate details of Sentiment analysis from the users and help them to find sentiments of users in a 
much convenient way. 
The term sentiment analysis perhaps first coined by Nasukawa and Yi in 2003[1], and opinion mining was 
first used by Dave, Lawrence and Pennock, in 2003[2]. Initially text mining [3], [4] focused on extracting 
factsfrom documents. Today, focus is opinion mining or sentiment analysis becauseof the availability of 
opinionated text in the form of reviews, blog posts, social media comments and more recently, tweets, also 
called User Generated Content (UGC). 
 

 
Fig 1 Process of sentiment analysis 

 
REVIEW ON TYPES OF SENTIMENT ANALYSIS 
Sentiment analysis can be categorised into three parts as discussed below 
Document level 
It is the simplest form of analysis as it considers the whole document as its fundamental unit of information 
which is then classified for positives and negatives.Peter D. Turney, 2002[6]; Yan Zhao et al, 2014[7]; 
Richa Sharma et al, 2014[5] has worked a lot in document based sentiment analysis. 
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Analysis uses sentences for classification of sentences. Not more than often document level analysis and 
sentence level analysis is used interchangeably as a document is a collation of sentences. Sentence level 
sentiment analysis is the fine- grained analysis of the document and can be categorised in two tasks. 
 Subjectivity Classification: A sentence can be either Objective sentence which contains the facts. It has 

no judgement entity while subjective sentence are driven by emotions or opinions (e.g.), Udaipur’s 

economy depend on tourism. It is a beautiful city.The first sentence is a factual one and does not convey 
any sentiment towards Udaipur. Hence this does not play any role in deciding on the polarity of the 
review and must be filtered out [8]. The advantage of sentence level analysis is in the subjectivity/ 
objectivity classification.  

 Sentiment Classification: Document level classification methods can be used as the sentence level 
classification problem. A number of researches have focused on finding ways to classify the text 
effectively [9][10][11]. A number of different methods,under supervised machine learning approach, 
are discussed and compared by [12]. A rule based domain independent and lexical approach for 
classification of objective and subjective sentenceshas been proposed by [13] where the semantic score 
is extracted from SentiwordNet lexical resource. 

 

  
Fig 2 Types of Sentiment Analysis 

Aspect level 
Aspect level analysis deals with a particular facet or characteristic of the product. For example a mobile 
phone review can have different aspect such as battery life, camera, screen size and resolution, RAM. 
Minqing Hu and Bing Liu's [14] work is standard in this field. They used different techniques of data mining 
and NLPand these techniques have been further outperformed by frequent pattern mining algorithm called 
H-mine presented in[15]. A new approach is proposed in [16] uses feature oriented words lexicon which 
review categorization based on polarity of the adjectival words for the frequent features of the product. 
 
REVIEW ON TECHNIQUES OF SENTIMENT ANALYSIS 
Sentiment Classification can be done with three techniques machine learning (ML) approach, lexicon based 
approach and hybrid approach [17]. The text categorisation methods using machine learning can be divided 
into supervised and unsupervised learning methods. The supervised methods are used when large number of 
labelled training data is available. The unsupervised methods are used when it is difficult to find labelled 
training data. 
Supervised Methods 
Sentiment classification can be composed as a supervised learning problem with four classes, positive, 
negative, neutral and constructive where user generated contents are mostly used as training and testing data 
[18], [19], [20], [21]. Many existing supervised learning techniques areused as sentiment classification, such 
as Naïve Bayes and Support Vector Machines (SVM). One of the very first to perform sentiment analysis on 

Types of SA

Document Sentence

Subjectivity

Sentiment

Aspect



NOVATEUR PUBLICATIONS  

INTERNATIONAL JOURNAL OF INNOVATIONS IN ENGINEERING RESEARCH AND TECHNOLOGY [IJIERT] 

ISSN: 2394-3696 

VOLUME 4, ISSUE 3, Mar.-2017 

111 | P a g e  
 

online movie reviews were Pang et.al. [19]. They tested machine learning techniques, namely, Support 
Vector Machine, Maximum Entropy and Naïve Bayes classifiers, and trained them on various feature sets 
including unigrams. Their results showed that an SVM trained on a unigram feature set, outperforms all 
other approaches. Drawbacks of standard machine learning approaches are that they are both domain and 
temporally dependent [22]. In most of the cases, SVMs outperformed Naïve Bayes classifiers but whenever 
the set of training data is small, a Naïve Bayes classifier was more appropriate. One of the most fundamental 
tasks in sentiment classification is selecting an appropriate set of features. Some of the important features 
are: 

 Terms and their Frequency: These features are individual words (unigram) and their n-grams which 
are associated with their frequency counts 

 Part of speech: Words representing different parts of speech (POS) may be treated differently like 
adjectives can carry a large amount of information about a document’s sentiment.  

 Sentiment words and phrase: Sentiment words are words that express positive or negative 
sentiments. For example, good, awesome, and nice are positive sentiment words, and poor, and risky 
are negative sentiment words.  

Unsupervised Methods 
Sentiment words and phrases are indicators for sentiment classification and using unsupervised learning on 
such words and phrases would be quite natural. For example, the method in [23] uses known opinion words 
for classification, while [14] defines some phrases that are likely to be opinionated.  
Turney[24] displayed an unsupervised learning algorithm for characterizing a review as suggested or not 
suggested. He figured out whether the words are positive or negative and how correct the assessment is by 
finding the words' point wise mutual information (PMI) for their co-occurrence with a positive seed word 
"excellent" and a negative seed word "poor" and called this value the word's semantic orientation.He 
accomplished 74% accuracy classifying a corpus of item reviews.  
Harb et al. [25] performed blog classification with two sets of seed words with positive and negative 
semantic introductions separately same as in [21] and used Google's web search engine to make association 
rule. They counted the number of positive versus negative adjective in a document to classify the 
documents.Taboada et al. [26]presented a lexicon-based method for sentiment classification where they used 
dictionaries of positive or negative polarized words for classification task.  
 

  
Fig 3 Classification of Machine Learning 
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CONCLUSION 
Sentiment analysis is a hot area of research in the field of data mining and has a wide variety of applications 
in e-commerce. It helps in classifying and summarizing reviews in real time operations. This paper presents 
a survey about types of sentiment analysis and techniques of sentiment classification discussed by various 
authors. 
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