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ABSTRACT: overhead and to i ilizati o increase

Cloud computing has a wide range of user to the speed and t the task
access its features, services and resources over the within least pe g strategy
internet. The centralize cloud management was better ufi fairly allocates resources
develop to satisfy efficiency. In cloud services 6 i source utilization
resource control, resource management and inisitta : i over cloud.
workload on the server are some challenging issues.

Load balancing helps to minimize the workload on

the server by evenly distributing cloud resources on [ igafion is a technique that can
each server in cloud. Data de-duplication involves eed by removing therepeated
the process of detecting repetitive data. Elimination data. It e unique contentof data on the server,

of duplicated data leads to reduction in datg
network bandwidth. The proposed methg
on the storage efficiency, provide securi
balancing. To carry out this proc

duplicat on’'t be allowed on the server. For
mple, own in Fig 1, a storage server stores 400
nstance of data, each instance has attach 1GB Data. If

storage server backup, all 400 instance are store, need
400GB size on the server. On those 400 instances only
00 instances are unique. By using de-duplication, we
need to store only 100 instances rather than 400
instances, so that when backup or stored data on the

load balancing.

INTRODUCTION:
Now a day the server we actually store unique content of data rather
than duplicated data so that, actually store 100GB rather
than 400GB data. By using deduplication, we can save
the 300GB storage space. De-duplication identifies

repeated data in the storage servers using hash

as accessing multip

algorithm.
rage as a service to all Rl
) A el B |l D
users o ncentration need to be o
given in ord er services to the end user 0 16 S
; . . G| B || A|lD
and also fulfi ir requirements. The use of load Deduplication Allel Bl
balancing strate increase the performance and to 160 100 G
minimize the overhead from the cloud. Data de- 1 1 After Deduplication
duplication is a technology that can reduce cloud storage C O G0
capacity requirement. In simple term data de-duplication B A
—_—
is a method that stores unique contents. The de-
400 GB

duplication technique does not allow storing duplicated
data on the cloud storage. End users does not like to wait
for long period of time to do complete the task, so that a
mechanism need to employed that minimizes the cloud
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Fig. No.1.De-duplication
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LOAD BALANCING:

Load Balancing is the challenging task in CC. The
primary focus of load balancing is that; minimize the
load from heavily loaded server so that the load on the
single server can reduce. In CC many time it happens
that, one server is heavily loaded while others are idle.
By using load balancing we can overcome this issue.
Load balancing technique can fairly distribute each
tasksto the server. A CLBDM algorithm [5] is use to
balance the load on the servers. In CLBDM, it can
calculate the connection time between the end user and
the server. If the connection time is above the set
threshold, then at that time the connection between
client and server is closed and then round robin
algorithm take place for further connection to complete
the task.

LITERATURE REVIEW:
FILE LEVEL DE-DUPLICATION:

Kai Li et al. [3] suggested file level de-
duplication, In the file level de-duplication approach is
performed over a single file. Compared this file with
existing stored file on the cloud storage. The duplicate
file can be identified on the basis of hash val
hash value is matched of input file with the g
in the cloud storage then it store the refer@
existing file and discard the input file.

Disadvantage:
1) Low de-duplication ratio
2) Low throughput.

BLOCK LEVEL DE-DU

value 1 his block on the cloud
in the hash table.

two types.
1) Fixed size: Divide
Disadvantage:

a. Fails to find the repeated data as a small change in
the block result.
2) Variable size: Divide the data into variable size blocks.
Disadvantage:

a. Requires a more time compared to fixed size.

e data into fixed size blocks.

ROUND ROBIN:

Soto mayor et al. [10], Round Robin is widely
used and most popular algorithm in load balancing. In
round robin algorithm, it can be proceed the request to
the least number of connection server. The disadvantage
of round robin is that at some point of instance one of
the server is heavily loaded while other are idle.

can assign the t
work in slower m

current execution

unks and compared this hash
nks. In this approach de-
igh but chunks size is small, but it
compare each chunk for duplicate

1) Take more time to find duplicate data.

ROPOSED SYSTEM:

In the proposed system the main aim is to store
the unique data on the cloud server with minimum
workload on the server. We can done this by using the
hashing algorithm. Calculate the hash value of the data
that has very small chance of collision. To minimize the
workload on the server we can use CLBDM algorithm [5]
for rebalancing the load on the cloud server.

Central

Cloud :: Iy:
Server
Data
/ N Owner
= P
User User

Fig. No.2. System Architecture
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In the proposed system the de-duplication can be
done at the client side, hence extra round trip will
minimize and speed up the system. When the data owner
upload the data, the data owner first calculate the hash
value of the data and check that data exist on the cloud
or not. If data does not exist in cloud then divide the data
into fixed size of chunks and encrypt each chunks before
uploading on the cloud server.

Fig2. Show this scenario data owner upload the
data on the cloud. When the user want to access the data,
user sent the request to the central cloud, only the
authorize user can access the data.

UPLOADING ALGORITHM:
1. Select file to upload.
2. Calculate hash value of the file.
3. Atclient side check for de-duplication.
4. If file is exist then assign pointer to the existed
file.
If not then divide the file into chunks.
Encrypt every chunk.
7. Now upload the encrypted chunks on the cloud
server in distributed manner by selecting
minimum workload server first.

o n

DOWNLOADING ALGORITHM:
1. Request from user to access t
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Fig. No.3. Average time required to upload file on the
cloud server.
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We add a cache memory on the client side to
speed the process of deduplication. We can also create a
shadow copy of central server, so that it is easy to
recover the system from failure. Provide a web interface
so that user can modify the file on the cloud without
downloading it.
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