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ABSTRACT 
Speech recognition is an important and active analysis area of the recent years. This analysis aims to 
make a system for speech recognition with the help of dynamic time wrapping algorithm program, 
by examining the speech signal of the speaker with pre-stored speech signals within the stored 
database, and extracting by using Mel-frequency Cepstral coefficients which is the main features of 
the speaker speech signal and one of the most necessary factors in achieving high recognition 
accuracy. The process of extraction and matching is implemented after the Pre Process or filtering 
signal is performed. The non-parametric methodology for modeling the human perception system, 
MFCCs (Mel Frequency Cepstral Coefficients) are utilizing as extraction techniques. The non linear 
sequence alignment called DTW (Dynamic Time Warping) which is introduced by Sakoe Chiba has 
been used for features matching techniques. As it is acceptable that the speech signal tends to have 
various temporal rates, the alignment is essential to provide the enhanced performance. This analysis 
presents the MFCC viability for feature extraction and DTW for comparing the test patterns. 

 
INTRODUCTION 
The speech signal of a person is unique and never changing. The signal taken as an input can be 
stored in template format and the pre-stored templates can be compared with unknown or the signal 
which is given as input and exact match can be found out. The output which is matched signal can be 
used for turning on different mechanical machines, for activation of machines in electronics or any 
industry and for recognition of speech of unknown person for security purpose. 
Speech recognition is the technique of automatically recognizing the spoken words of person based 
on information in speech signal. Each expressed word is generated by using the phonetic 
combination of a set of vowel, semivowel and consonant speech of sound units.  Mel Frequency 
Cepstral Coefficients also known as MFCC is well known spectral based parameter used in 
recognition approach. MFCCs are coefficients that represent audio, supported perception of human 
auditory systems. The fundamental difference among the process of FFT/DCT and the MFCC is that 
in the MFCC, the frequency bands are to be found logarithmically (on the mel scale) that 
approximates the human auditory systems response closer than the linearly spaced frequency bands 
of FFT or DCT. Because of its advantage i.e. less complexness in execution of feature extraction 
algorithm, certain coefficients of MFCC related to the Mel scale frequencies of speech Cepstrum are 
extracted from spoken word samples stored in the database. 

 
LITERATURE REVIEW 
Speech Recognition analysis has been ongoing for more than 80 years. Over that period there have 
been at least 4 generations of approaches, and a 5th generation is being formulated based on current 
research themes. To cover the whole history of speech recognition is away from the scope of this 
analysis. 
By 2001, speech recognition with the help of personal computer had accomplished 80% accurateness 
and after that no more progress was reported until 2010.     
The development in Speech recognition technology began to edge into the front position with one 
most important event i.e. the introduction of the “Google Speech Search app for the iPhone”. During 

year 2010, Google added “personalized recognition” to Speech Search on Android phones, so that 
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the software could record users’ speech searches and produces a more precise speech model. In 
addition with that the company also added Speech Search in its Chrome Browser during mid-2011. It 
represents its knowledge about the speaker to create a contextual reply and responds to speech input. 
Similar handing out methods with the use of mixture of HMMs and acoustic- phonetic approaches to 
identify and accurate linguistic irregularities are used to enhance recognition decision reliability and 
increase robustness to recognize of speech in noisy surroundings. 
 
METHODOLOGY 
A sensor or detector that makes acquisition of data and its consequent sampling: in the precise case 
the sensor or detector is a microphone (Mike), probably with a high SNR (Signal to Ratio) value. 
Since the signal is actually speech, the rate is typically set to 8Khz. A step of preprocessing that 
within the speech context is set up by the signal cleaning: simply de -noising algorithm program are 
often applied to recorded information after a procedure of normalization. With the intention of clean 
recorded speech signal from environmental additive noise, a spectral subtraction algorithm.  
The extraction of the odd characteristics (feature extraction): in this stage evaluation of Mel 
frequency Cepstral coefficients are made using a Mel filter bank after transforming the frequency 
axis into logarithmic one. The generation of a particular sample for each speaker: in this process we 
have decided to use the GMM (Gaussian Mixture Models) where model parameters are estimated 
with the maximum similarity make with the  use of  Expectation and Maximization (EM) algorithm. 
In case, the user is registering (enrollment) for the first time to the system, this template will be 
added to the database, using some database programming techniques.  
Otherwise, in case of test with users whoever already there in the database, a matching (comparison) 
decides which profile matches the generated template of the test speech. The matcher applies a 
correspondence test, obtaining by a ratio value that can be acknowledged if it is higher than a 
decision threshold. The typical ASR (Automatic Speech Recognition) system is shown in Figure 1. 
The technologies used for the development of the biometric system are the MFCC for the extraction 
of the characteristics and the GMM for the statistical analysis of the data obtained, for the templates 
generation and for the comparison.  
 

 
 

Fig.1-  ASR System 
 

A. RECOGNITION MODULE 
Isolated word detection involves two digital signal Processes which are Feature Extraction and 
Feature Matching. Feature extraction involves calculation of MFCCs for each frame. MFCCs are 
the coefficients that put together to represent the temporary power spectrum of a sound, derived 
from a linear cosine transform of a log power spectrum on a nonlinear MEL scale of frequency. 
DTW method  is used for feature matching. 

B. FEATURE EXTRACTION: MFCC (MEL FREQUENCY CEPSTRAL COEFFICIENTS) : 
MFCC is selected for the below given reasons 
1. MFCC has most significant features, which are necessary among different kinds of applications in 
speech.  
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2. It provides high accuracy outcomes for clean speech.  
3. MFCCs are often considered as the "standard" features not only in speaker but also in speech 
recognition.  
4. In the MFCC frequency bands are positioned logarithmically that approximates the human 
auditory systems response closer than the linearly spaced frequency bands of FFT or DCT.  

Cepstral analysis refers to the process of finding the Cepstrum of a speech sequence. Cepstrum, 
whose spelling is created by shuffling the characters of the word “spectrum”, is a “time domain” 

representation of a signal. However, a special term of “frequency”, which is also created by shuffling 
the spelling of the word “frequency”, is often used instead of “time”. It was explained in the year 
1963 by Bogert et al. The inverse Fourier transform of the logarithm of the spectrum of a signal is 
called as Cepstrum. 

xc(n) = DFT−1{log|DFT{x(n)}|}     (1) 
 
 

 
 
 
 
 
 
 
 
 

 
 
 

Fig.2 - MFCC flow diagram 
 
The Cepstrum transforms the signal from the frequency domain into the frequency domain. When 
Cepstrum is applied to the voice, its strength is to be able to divide excitation and transfer function. 
In a signal y(n) based on the source-filter model, in this specific context, respectively the vocal cords 
and the vocal tract, Cepstrum allows separation in”  y(n)=x(n)*h(n), where the source x(n) passes 
through a filter described by the impulse response h(n).  
The spectrum of y(n) obtained by the Fourier transform is  y(k)=X(k) H(k), where k index of discrete 
frequencies, i.e. the product of two spectra, correspondingly the source and the filter one. Separating 
these two spectra is complicated. On the contrary, it is possible to split the real envelope of the filter 
from the remaining spectrum by formulating all the phase at the beginning. The properties of the 
logarithm that can transform the product of the argument in sums of logarithms is the base of 
Cepstrum. Starting from the logarithm of the modulus of the spectrum: 

 
 log |Y(k)| = log(|X(k) H(k)|) 
                = log (X (k)) +log (H (k))   (2) 
Frame with Triangular MEL Filter banks shown in Fig. 3. 
 
 
 
 
 
 
 
 
 
 

Fig. 3- Mel-spaced filter banks 
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It is feasible to split the fast oscillating component from the slow one, correspondingly by means of a 
high and low pass filter, obtaining: 
c(n) = DFT−1(log|Y (k)|) 
         = DFT−1(log |X(k)|)+DFT−1(log|Y(k)|)          (3)                 

That is the signal Cepstrum in the frequency domain. In the low frequencies are described the 
transfer function information, in the high frequencies there is data about excitation. Hence the 
original wave of percussion generated by the vocal cords and formed by the throat, nose and mouth 
can be evaluated as a sum of a source function (given by the excitation of the vocal cords) and a 
filter (throat, nose, mouth). The separation between high and low frequency, can be obtained by a 
high pass lifter (filter) for the fast oscillation and a low pass lifter for the slow one.   Psychoacoustic 
research have shown that the mind perception of the frequency content of the sound follows a nearly 
logarithmic scale, the Mel scale, which is linear up to 1 kHz and logarithmic there after: 

mel(f) = {
fif ≤ 1KHz

2595 log [1 +
f

7000
] iff > 1KHz

       (4)        

Where Fmel = resulting frequency on the mel scale measured in mels and  FHz = normal frequency 
measured in Hz. 
The Mel scale is shown in Figure 4.1, where it is clear the compression of the Mel scale, as reported 
in y-axis, with respect to the Hertz scale, as reported in x-axis, for frequencies greater than 1 kHz. In 
this scale pitches are reviewed by listeners to be equal in distance from one another 
 

 
Fig 4 Frequency scale and Mel scale relationship 

Mel-Cepstrum estimates the spectral envelope of the output of the filter bank. Let Yn represent the 
logarithm of the output energy from channel n, applying the discrete cosine transform (DCT) we 
obtain the Cepstral coefficients MFCC through the following equation”: 
 
ck =∑ Yn

N
n=1 cos[k(n − 1

2
)π
N
] ∀k = 0,… , …K              (5)    

 
The  spectral envelope is rebuilt with the 
First Km coefficients, with Km < K 
C(mel) = ∑ ck

Km
k=1 cos (2πkmel

Bm
)          (6)      

where Bm is the bandwidth analyzed in Mel domain and Km = 20 is a ordinary value assumed by 
Km. c0 which is the mean value measured in dB of the energy of the filter bank channels, therefore it 
is in direct relation with the energy of the sound. It can be useful  for the estimation of the energy.        
Schematically, the coefficients are derived in the following way:  
The spectrum of the original signal is computed with the Fourier transform. 
The obtained spectrum is summarized in Mel making use of suitable overlapping windows. 
For each obtained function the logarithmic calculations are made.. 
The discrete cosine transform is calculated (DCT): In order to give emphasis to the low frequencies, 
DCT is chosen.  



NOVATEUR PUBLICATIONS  

INTERNATIONAL JOURNAL OF INNOVATIONS IN ENGINEERING RESEARCH AND TECHNOLOGY [IJIERT] 

ISSN: 2394-3696 

VOLUME 3, ISSUE 12, Dec.-2016 

76 | P a g e  

 

The coefficients obtained at the end  are the amplitudes of  the resulting spectrum.  
 
MEL FREQUENCY CEPSTRUM COEFFICIENTS PROCESS 
The speech input is typically recorded at a sampling rate more than 10 KHz. This sampling 
frequency was mainly chosen for minimizing the effects of aliasing in the A to D conversion i.e. 
analog to digital conversion. The obtained sampled signals are able to capture all the frequencies up 
to 5 kHz, which covers the majority energy of sounds which are generated by humans. The main 
reason of the MFCC processor is to copy the performance of the human ears. Additionally, instead of 
speech waveforms themselves, MFFC’s are shown to be less susceptible to specified variations. 
MFCC process is shown in following figure  

Speech Signal 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

       

MFCC 

Fig 5- Process of MFCC 

           
C. FEATURE MATCHING (DTW) 
Dynamic time warping (DTW) which is used for time alignment was first introduced by Sakoe and 
Chiba in 1978 when it was used in conjunction with dynamic programming techniques for the 
recognition of isolated words. The core problem for distance measurement in speech recognition is 
the time alignment of different utterances. Even a small shift leads to inaccurate recognition. 
Dynamic Time Warping also known as DTW in short form, is efficient method to solve the time 
alignment problem. DTW algorithm desires at aligning two sequences of feature vectors by warping 
the time axis repeatedly till an optimal match between the two sequences is found. This algorithm 
functions a piece wise linear mapping of the time axis to align both the signals. 
The timing differences between speech patterns can be removed, with the help of DTW algorithm,  
by straightening the time axis of one speech pattern until it maximally coincides with the other. All 
pattern vectors are warped against a reference pattern vector of the same category that has the same 
number of feature vectors, as there are frames in the input layer of the neural network. Once the 
relevant feature extraction has taken place, speech patterns can be processed as a sequence of feature 
vectors. 

x = x1, x2…………. xK                    (7) 
y= y1, y2……………yM                  (8)        

Waveform 

 Convert to Frames 

 Take Discrete Fourier Transform 

 
Take Log of amplitude spectrum 

 Mel –scaling and smoothing 

 

Discrete Cosine Transform 
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Two sequences are aligned on the sides of a grid, with one on the top and other on the left hand side. 
Both sequences starts on the bottom left of the grid. In every cell, a distance measurement is placed, 
comparing the respective elements of the two mentioned sequences. The distance between the two 
points is calculated with the help of Euclidean distance formula. 
Dist(x, y) = |x − y|[(x1 − y1)

2 + (x2 − y2)
2 +⋯…+ (xn − yn)

2]
1
2⁄                         (9) 

The most excellent match or alignment between these two mentioned sequences is the path through 
the grid, which reduces the total distance between them, which is called as Global distance. The 
overall distance i.e. Global distance can be calculated by finding and going directly through all the 
possible routes through the grid.  
The global distance is the minimum distance which is calculated after addition of the distances 
(Euclidean distance) between the individual elements on the path divided by the sum of the 
weighting function. For any considerably long sequences the number of possible paths through the 
grid will be very large. Global distance measure is obtained using a recursive formula” 
 
GDxy = LDxy+min (GDx−1y−1, GDx−1y,GDxy−1)    (10)  
 
Here,  
GD = Global Distance (overall distance)              
LD = Local Distance (Euclidean distance)     
The asymmetric dynamic time warping algorithm only provides compression of speech patterns. 
This stands for; a linear algorithm must be used with any speech patterns that need to be expanded. 
This is satisfactory since no feature vectors are being deleted when a linear algorithm is used in this 
form and there is no danger of losing important features of the speech. 
                                  

 
Fig. 6- Dynamic Time Wrapping of two speech samples 

 
RESULTS 
The database, which is used for experimentation, is in English Language. Recorded wave files (from 
speakers) are stored in the database.  This database is noted as sentences. Each sentence was uttered 
by speaker and recorded with sampling frequency 16 kHz.  Also database is collected from five 
different speakers as dataset. This dataset is used for speaker independent recognition recorded with 
same sampling frequency. Dataset recorded is used for testing purpose only. 
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1.SHRI GANESH 
 

 

  Fig 7- Recorded wave for sentence “shri ganesh” 

 

Fig. 8- DTW path taken for sentence “shri ganesh” with respect to other sentences 

2. MY NAME IS ABHIJEET 

 
 

Fig 9- Recorded wave for sentence “my name is abhijeet” 

 
 

Fig. 10 - DTW path taken for sentence “my name is abhijeet” with respect to other sentences 
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CONCLUSION  
This paper introduces a new method for speech recognition system by feature extraction method to 
improve the recognition accuracy and security. Many parameters can be used for speech recognition 
but MFCC appears to be the best method for the same. It is found to have a good recognition rate as 
well as to improve the accuracy of the system to implement it for number of applications. The work 
is planned to reveal the efficiency of MFCC for speech recognition purpose. Here we can plan for 
Gaussian filters instead of triangular to get the higher level of accuracy as all the elements of speech 
signals can be treated effectively without loss of information. 

 
 

FUTURE SCOPE 
The performance can further be improved by proper choice of mixing proportion of two streams in 
combined model. The combination of MFCC & IMFCC if used and implemented practically, the 
percentage accuracy can again be increased. Also if the system is designed with wireless microphone 
and wireless automatic system with high gain, an efficient system can be designed in future with fine 
accuracy. 
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