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ABSTRACT 

 

Opinion mining is nothing but mining opinion targets and opinion words from online reviews. To find opinion 

relation among them partially supervised word alignment model have used.   To find confidence of each candidate 

graph based co-ranking algorithm have used. Further candidates having confidence higher than threshold value are 

extracted as opinion word or opinion targets. Compared to previous approach syntax-based method this method can 

give correct results by eliminating parsing errors and can work on reviews in informal language. Compared to 

nearest neighbor method this method can give more precise results and can find relations within a long span.  

Also to decrease error propagation graph based co-ranking algorithm is used to collectively extract opinion targets 

and opinion words. Also to decrease probability of error generation penetration of high degree vertices is done and 

decrease effect of random walk. 

 
KEYWORDS— Opinion mining, opinion words, opinion target, partially supervised word alignment model, co-

ranking algorithm, word alignment model. 

 

INTRODUCTION 

Since rapid growth of internet the no of product reviews available on internet are increases and it’s impossible for 

costumer to go through these reviews, hence to express these reviews in compress form opinion mining process 

proposed in this paper. Manufactures can also get lots of information from these reviews and improve their product 

accordingly. For example: 

   "This phone has a colorful and big screen, but 

   its LCD resolution is very disappointing" 

Here reviewer given positive opinion about screen and negative opinion about resolution, to find this first of all we 

has to extract opinion target and opinion words from the reviews. Opinion target is nothing but the object regarding 

which opinion is given and opinion word are words which express user opinion. In above example "screen" and 

"LCD resolution" are opinion targets and "colorful" "big" and "disappointing" are opinion words. 

Previous techniques use Bootstrapping which jointly extract opinion target and opinion word e.g. "colorful" and 

"big" modify screen in cell phone domain and they have opinion relation then if we know that colorful is opinion 

word then we can extract screen as opinion target and from screen target we can extract big as its opinion word. 

Limitations of this approach is that Nearest neighbor rule extract opinion word and target within a limited window 

only however in case of Syntactic pattern drawback is that it can’t give correct results when reviews are in informal 

writing having grammatical errors and typographical errors. Collective extraction used by most Bootstrapping 

methods has problem of error propagation. To remove such drawbacks this paper has used Word alignment model to 

mine relation between opinion word and target. 

 

 
 

Figure 1: Mining opinion relations between words using the word alignment model. 

 

In Figure 1: using WAM alignment between opinion words colorful, big and target screen can be extracted 

and compare to nearest neighbor rule it can find relations in long window. Compared to syntactic pattern the WAM 
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is more robust because it doesn’t require to parse informal text also it uses word concurrence frequencies and word 

positions which gives precise opinion relation identification. Further to improve alignment quality they have used 

partially supervised word alignment model. It is easy to obtain portion of links of full alignment in a sentence and 

which further used to constrain alignment model and get better alignment results. 

 To eliminate the problem of error propagation they have used graph co-ranking for that they have 

constructed opinion relation graph which models all opinion word or target and opinion relations among them. 

Further to estimate candidates confidence in a graph they have used random walk based co-ranking algorithm. 

Finally candidates with higher confidence than threshold are extracted. For graph co-ranking process they have 

assumed all nouns/noun phrases as opinion target and adjective/verbs as opinion words. They have used 

monolingual word alignment model to capture opinion relations also additionally used partially supervised word 

alignment model. Further they have used random co-ranking algorithm to fine confidence of each candidate. 

They have used few constraints to avoid irrelevant alignment such as: 

1) noun/noun phrases must align with adjective/verbs or vice versa. Align with NULL means word 

modifies/modified by nothing. 

2) Other unrelated words e.g. conjunction, prepositions and adverbs align with themselves. 

 

                The rest of the paper is organized as following Section 2 provides an overview of the related work done in 

this area. It included algorithm, approach, and advantage. Finally, conclusions are made along with future research. 

 

LITERATURE SURVEY 
1) Z.HAi, K.Chang, J.Kim and C.Yang,”Identifying features in opinion mining via intrinsic and extrinsic domain 

relevance,”2014: In this paper they have used no of syntactic dependent set of laws to produce list of candidate 

features from given review. Further they calculate domain relevance score of each feature candidate with respect 

to domain independent and domain dependent corpora. That is extrinsic (EDR) and intrinsic (IDR) domain 

relevance score respectively. Finally candidate with high EDR and Low IDR are removed. In this paper by using 

both intrinsic and extrinsic domain relevance values superior opinion feature extraction results are got.  

2) K. Liu, H. L. Xu, Y. Liu, and J. Zhao, “Opinion target extraction using partially-supervised word alignment 

model,” 2013: In this paper they have used partially supervised word alignment model (PSWAM) in 

monolingual scenario which mines opinion relations in sentences. Further they have used co-ranking algorithm 

on graph to find confidence of each candidate and extraction of candidate having higher confidence is done as 

opinion target. Compared to previous syntax-based methods PSWAM gives better result by avoiding parsing 

errors in informal sentences in online reviews.  

3) Li, S. J. Pan, O. Jin, Q. Yang, and X. Zhu, “Cross-domain co-extraction of sentiment and topic lexicons,”2012: 

For extracting topic lexicon supervised methods are suitable but such methods highly rely on manually labeled 

training data. The framework proposed in this paper doesn’t need any manually labeled data. First they generate 

few high-quality sentiment and topic seeds in a target domain afterworlds by using labeled source domain data 

and relationships between topic and sentiment words they propose novel Relational Adaptive Bootstrapping 

algorithm (RAP) which expands seed in target domain. Bootstrapping improves performance of classifier it start 

with small set of labeled seeds by adding unlabeled data and iteratively retraining the classifier. 

4) GuangQiu, Bing Liu, Jiajun Bu, and Chun Chen, “Opinion Word Expansion and Target Extraction through 

Double Propagation”, 2011: In this paper they have used list of opinion words i.e. opinion lexicon, since it’s very 

hard to maintain universal opinion lexicon which covers all domains. Also same word in one domain can be 

positive and in another domain can be negative. They have used initial seed opinion lexicon so this method is 

semi-supervised. Also this approach propagates information back and forth between opinion target and word so 

known as double propagation. In this new opinion target and words are extracted from input opinion lexicon and 

propagation continues till no new opinion words and target present. They have used opinion word lexicon and 

review data as input to propagation algorithm, also used some predefined propagation rules based on relations 

for opinion target extraction. Further using opinion target pruning incorrect opinion targets and words are 

removed. 

5) Bo Wang and Houfeng Wang “Bootstrapping Both Product Features and Opinion Words from 

ChineseCustomer Reviews with Cross-Inducing1”, 2008: Bo Wang and Houfeng Wang proposed a Bootstrapping 

Algorithm to find a set of features and opinion words belongs to online reviews. In this algorithm they have start 

with seed opinion words and all online reviews, all noun phrases and all adjectives. In this algorithm they have used 

sets ResFeaLex and ResOpLex to store final features and opinion words. Initially ResFeaLex is empty and 

ResOpLex is contains all seed opinion words. At each iteration score of each feature candidate in CandFeaLex is 
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sets by using its association with each opwords in ResOpLex. They have used predefined threshold value, all 

candidates having score above this threshold are subtracted from CandFeaLex i.e. set of feature candidate and added 

to Res Fea Lex. Iterative process continues till neither ResFeaLex nor ResOpLex is altered. Further they have used 

linguistic rule to identify low frequent opinion words and features. Also they have used mapping function from 

opinion words to features to identify implicit features in sentence. 

 

CONCLUSION 

In this paper we studied different Opinion Word and Opinion Target extraction techniques from online reviews. Our 

scheme uses partially supervised word alignment model to improve alignment quality by using portion of links of 

fully align sentence as constraint to alignment model. Compared to previous methods nearest neighbor and syntactic 

pattern method proposed method eliminate most of drawbacks and give better results. By using graph co-ranking 

method proposed system can find confidence value of each candidate and can find correct opinion words and target. 

In future work is to use more advance relations between opinion word and opinion target for example topical 

relations which will help to find more exact opinion words and targets from online reviews.  
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