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ABSTRACT  
 

Cloud computing can manage various IT resources and provide virtual scalable IT services 

under its openness and virtualization features. Hence, cloud customers can save huge capital 

investments in their own infrastructure by deploying or utilizing these IT services through 

cloud. Due to the openness and virtualization, various malicious service providers may exist 

in these cloud environments, and some of them may record service data from a customer and 

then collectively deduce the customer’s private information without permission. Therefore, 

from the perspective of cloud customers, it is essential to take certain technical actions to 

protect their privacy at client side. Noise obfuscation is an effective approach in this regard by 

utilizing noise data. For instance, noise service requests can be generated and injected into 

real customer service requests so that malicious service providers would not be able to 

distinguish which requests are real ones if these requests occurrence probabilities are about 

the same, and consequently related customer privacy can be protected. Currently, existing 

representative noise generation strategies have not considered possible fluctuations of 

occurrence probabilities. In this case, the probability fluctuation could not be concealed by 

existing noise generation strategies, and it is a serious risk for the customer’s privacy. To 

address this probability fluctuation privacy risk, we systematically develop a novel time-series 

pattern based noise generation strategy for privacy protection on cloud. First, we analyze this 

privacy risk and present a novel cluster based algorithm to generate time intervals 

dynamically.  

 

INDEX TERMS — Cloud computing, privacy protection, noise obfuscation, noise 

generation, time-series pattern, cluster. 

 

INTRODUCTION  
 

Cloud privacy protection is a joint research frontier for both cloud computing and privacy 

protection. For instance, due to the openness and virtualization features, various malicious 

service providers may exist in cloud environments out of cloud customer’s control. 

Meanwhile, these customers are quite hard to distinguish these malicious ones for the same 

reason. As a result, some of these malicious service providers can collect these customers’ 

service data, such as service requests or communication logs, and then deduce their privacy 

without authorization or permission. Therefore, certain technical actions should be taken to 

protect their privacy automatically at client side. That is the cloud privacy protection at client 

side which is one essential aspect of the entire cloud privacy protection 

For service providers, it is a common phenomenon to collect their customers’ information, 

like service requests. From large to small firms, they commonly use them to analyze 
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customers’ behaviors, habits, and other sensitive information [5]. Most ethical ones have 

adequate self-control to use the information conforming to privacy-related regulations and 

Policies, but some others may abuse this information in unethical ways. Besides, these 

features also make customers difficult to distinguish which service providers are trustworthy 

(Ethical or unethical). Existing representative privacy protection approaches at server side 

have not taken this situation into a thorough consideration. For such type of cloud privacy 

risks, it is natural that customer privacy should be protected by taking certain technical 

actions automatically at client side, without involvement of service providers. 

Let us take a weather service on cloud as a motivating example. One customer, who often 

travels to one city in Australia, like ‘Sydney’, checks the weather report regularly 

from a weather service on cloud before departure. The frequent appearance of service requests 

about the weather report for ‘Sydney’ can reveal the privacy that the customer usually goes to 

‘Sydney’. But if a system automatically injects other requests like ‘Perth’ or ‘Darwin’ into the 

‘Sydney’ queues, the service provider cannot distinguish which ones are real and which ones 

are ‘noise’. These requests should be responded and hard to reveal the location privacy of the 

customer. In such cases, the ‘Sydney’ privacy can be protected by noise obfuscation in  

general. One approach for improving this process is to decrease noise requests as in , under 

the pay-as-you-go style of cloud computing. But, given the privacy risk identified in this 

paper earlier, the customer could go to ‘Sydney’ in this month and ‘Perth’ in the next month. 

So, probabilities of real requests may have some fluctuations: ‘Sydney’ request is high in this 

month and low in the next month; ‘Perth’ request is low in this month and high in the next 

month. In the view of an entire service period, occurrence probabilities of ‘Sydney’ and  

Perth’ may be about the same already for noise obfuscation and privacy protection. But in the 

view of time intervals, customer privacy can still be deduced, because these unconcealed 

fluctuations can reveal that the person goes to ‘Sydney’ in this month and ‘Perth’ in the next 

month. To address this, the goal of privacy protection in this paper is to keep occurrence 

probabilities of final requests to be about the same at any time intervals, instead of only in the 

entire time period. To achieve this goal, we will forecast these fluctuations by time-series 

patterns and generate noise service requests. In this example, privacy is the location 

information in service requests, not actual requests. We consider customer privacy without 

specific data structures as a general case for noise obfuscation in this paper, and we can 

extend this paper’s work into other privacy types. In this example, a time interval is one 

month, and a time segment could be four months with a whole probability fluctuation. 

Besides, a time element could be one day which denotes the minimum time unit used in this 

example. According to the previous discussions, how to generate time intervals is a crucial 

issue in this paper, due to that they can decide the expressions of probability fluctuations. In 

the motivating example, the issue is why the time intervals are ‘this month’ and ‘the next 

month’. For privacy attackers, time intervals are a mechanism to view probability fluctuations 

introduced before by controlling the expression of them. For instance, in the motivating 

example, if the length of time intervals is two months, these probability fluctuations about: 

‘Sydney’ is high in this month and low in the next month, ‘Perth’ is low in this month and 

high in the next month, may not be expressed: they are about the same in the two-month 

period. Hence, for privacy protection at client side, noise obfuscation has to consider these 

time intervals which are utilized by privacy attackers at server side. Briefly, time intervals that 

are too long may cause protection failing, whilst too short may cause unnecessary cost. In 

Section 3, we will discuss this in detail.  

 We will extend these time intervals to be flexible and generate them to withstand various 

privacy attackers for noise obfuscation and privacy protection. In summary, the contributions 

of this paper are: 
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1. We first investigate the fluctuations of occurrence probabilities which can jeopardize 

existing noise obfuscation and threat customer privacy, as the probability fluctuation privacy 

risk introduced before. 

2. With the novel privacy risk model addressed  analyze the withstanding between privacy 

attackers and privacy protectors (PP) in terms of time intervals and probability fluctuations 

for noise obfuscation. 

3. The novel dynamic cluster based time interval generation algorithm (CTIG) for noise 

generation is presented to provide dynamic time intervals for probability forecasting and noise 

obfuscation. 

4. Based on time intervals, the novel time-series pattern based forecasting algorithm (TPF) is 

proposed to abstract past probability fluctuations, and forecast future occurrence probabilities 

(probability fluctuations). 

5. Our novel time-series pattern based noise generation strategy is presented to improve the 

effectiveness of privacy protection on noise obfuscation to withstand the probability 

fluctuation privacy risk based on the above model and algorithms in cloud environments. 

 

ABSTRACT MODEL OF PROPOSED SYSTEM 
 

In architecture diagram from top to bottom the _gure displays a user issuing real queries R. 

The OB-PWS tool installed in the user’s computer receives as input the users real queries R 

and automatically generates dummy queries D according to its dummy generation strategy 

DGS and  associated semantic classification algorithm SCADGS. Both real and dummy 

queries are sent to the adversarial web search service provider, who (ideally) cannot 

distinguish them and thus are represented as Q. The observed profile is a representation of all 

Q queries according to some SCA of the adversary’s choice. Further, the adversary can 

implement dummy classification DCA and profile filtering PFA algorithms that exploit 

vulnerabilities in the DGS. The former is used to classify queries Q as real QR or dummy QD, 

while the latter reverses the obfuscation introduced by the DGS in Y in order to obtain the 

filtered profile Z. The DCA and PFA are applied iteratively (using an SCA to translate queries 

to semantic categories) to both reduce the amount of noise and enhance the distinguish ability 

of real and dummy queries. 
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PRIVACY RISK MODEL 
 

In this section, we discuss privacy risk models to analyze the withstanding between privacy 

attackers (PAs) and privacy protectors about time intervals and probability fluctuations in 

terms of noise obfuscation. In other words, as a thorough investigation of the probability 

fluctuation privacy risk compared to , we present the privacy risk models. It is the basis of our 

novel TPNGS . 
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In real cloud environments, PPs are difficult to recognize PAs’ actions. Hence, one noise 

obfuscation strategy has to face various possible PAs with different methods of time interval 

generation discussed before, concurrently. Specifically, based on Model 1, we will evaluate 

our novel strategy and design corresponding processes to illustrate various 

cases: four types of PAs with four methods for time interval generation: 1) ES—equal time 

intervals with static generation, 2) ED—equal time intervals with dynamic generation, 

3) US—unequal time intervals with static generation and 4) UD—unequal time intervals with 

dynamic generation. 

 
For PAs, there are two main types of time intervals: equal and unequal, and two main types of 

time interval generation: static and dynamic. Equal time intervals mean that all time intervals 

have the same length, such as one month for all. And unequal time intervals mean that time 

intervals have different lengths, such as three months, half a month and so on. Static time 

intervals mean that time intervals are generated by pre-setting without considering runtime 

service data. And dynamic time intervals mean that time intervals are generated dynamically, 

depended on runtime service data. Therefore, for PAs, there are four types of methods for 

time interval generation: 1) ES—equal time intervals with static generation, 2) ED—equal 

time intervals with dynamic generation, 3) US—unequal time intervals with static generation 

and 4) UD—unequal time intervals with dynamic generation. In other words, there are four 

kinds of PAs. Therefore, to withstand these PAs, PPs have to consider them all for noise 

obfuscation. In Fig we introduce privacy risk models to discuss the withstanding between PPs 

and PAs in terms of time intervals for noise obfuscation, under the probability fluctuation 

privacy risk. In other words, in time interval generation for noise obfuscation and privacy 

protection, PPs can utilize some methods to withstand PAs’ methods. 

 

NOVEL PRIVACY RISK MODEL AND ITS SPECIFIC CASE 

 
In the cloud, PPs are impossible to settle down PAs’ static time intervals, or specific methods 

of dynamic generation. Hence, PPs have to analyze time intervals by themselves. In other 

words, they need to investigate past occurrence probabilities, and generate time intervals from 

them. It is reasonable that these time intervals should express probability fluctuations 

sufficiently. As described by Model 1 in Fig. , this idea can utilize the dynamic generation to 

withstand PAs’ static and dynamic generations. Specifically, we will introduce a dynamic 

time interval generation algorithm (CTIG), which is a fundamental part of our novel TPNGS. 

Based on the results of CTIG, PPs can utilize time intervals to describe probability 

fluctuations, and support time-series pattern forecasting to guide noise generation. Briefly, 

Model 1 reflects our novel privacy risk model and the primary task of this paper. Hence, we 

obtain Model 1 in which SPA is the set of privacy attackers: 

{ES, ED, US, UD} and SPP is the similar set of privacy protectors: {ED, UD} 
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{ES,ED,US,UD}=>  {US,UD}… Model 1 SPA maps SPP  (1). 

 

 

3Besides, compared to Model 1, Model 2 is a specific and idealized case which requires that: 

PPs know PAs’ static time intervals, or specific methods of dynamic generation. 

As described by Model 2 in equation (2), based on PAs’ time intervals, PPs can ‘accurately’ 

utilize them to describe probability fluctuations directly, and support time-series pattern 

forecasting to guide noise generation. And the withstanding is simple, compared to Model 1. 

 

{ES, ED, US, UD} =>{ES,ED,US, UD}.. Model 2 SPA maps SPP  (2). 

 

NOISE INJECTION MODEL 
 

Our time-series pattern based noise injection model is modified  to fulfill our time-series 

pattern idea as shown in Fig. 

QR: queue of customer’s real service requests to be protected. 

QN: queue of noise service requests to be injected in QR. 

QS: queue of final service requests composing of QR and QN. 

 

 
 

Q: a set of service requests, and Q = {q1,q2,…,qi,…,qn} ; qng. Every service request in 

QR;QS and QN is from this set. Hence, in the view of service providers, one request in the 

queue of final service request QS could be from real requests QR or noise 

requests QN.  

 
CONCLUSION & FUTURE WORK 

 

In open and virtualized cloud environments, some malicious service providers may focus on 

Customer service data and collectively deduces customer privacy without permission. Noise 

obfuscation is an effective approach in this regard. For example, it generates and injects noise 

service requests into real ones to ensure that their occurrence probabilities are about the same 

so that service providers cannot distinguish which requests are real ones. However, existing 

representative noise generation strategies have not considered occurrence probability 

fluctuations. In fact, such occurrence probabilities could fluctuate at some time segments of 

the entire time period, which cannot be concealed by existing noise obfuscations. Hence, 

malicious service providers are still able to deduce customer privacy from these probability 

fluctuations. To address this probability fluctuation privacy risk, we developed a novel time 

series pattern based noise generation strategy for privacy protection on cloud. 

 

In future, based on TPNGS, we plan to investigate how to protect customer privacy in the 

Scenario where multiple malicious service providers may collaborate with each other to threat 

noise obfuscation. 
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