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ABSTRACT  
 Face recognition is a computer application technique for automatically identifying or 

verifying a person from a digital image or a video frame source. To do this is by comparing 

selected facial features from the digital image and a face dataset. It is basically used in 

security systems and can be compared to other biometrics such as fingerprint recognition or 

eye, iris recognition systems. The main limitation of the current face recognition system is 

that they only detect straight faces looking at the camera. Separate versions of the system 

could be trained for each head orientation, and the results can be combined using arbitration 

methods similar to those presented here. In earlier work, the face position must be center-

light position; any lighting effect will affect the system. Similarly the eyes of person must be 

open and without glass. If such obstacles are on the face of person, the feature detection is 

complicated. Earlier work in this era indicates that detecting profiles views of faces is more 

difficult than detecting frontal views, because they have stable features and because the input 

window will contain more background pixels. Temporal coherence can focus attention on 

specific portions of the images when image sequence is available. As a face moves about, its 

position in one frame is a strong forecaster of its location in next frame. Standard tracking 

methods, expectation-based methods can be useful to focus the detector‟s attention. On the 

other ways of improving system performance comprise by obtaining more positive examples 

for training, or applying more sophisticated image preprocessing and Normalization 

techniques. 

    In our system special face features are not required for recognition process. The 

face features are detected using PCA. The feature face formed is Eigen face. Due to Eigen 

face, calculations in the specific face features are not required. So the overhead of the system 

is reduced as number of user of the system is going to increase.  The results we got here using 

Yale face database is up to the satisfaction of requirement of any system.  As we were 

worked on more posses of the persons, so for our system, the center-light position is not 

required every time and the epochs are more the result is increases. But the problem is that 

time require to complete the recognition is increases.  As numbers of images are increases, 

time required to complete the recognition is increases.  

 

Manifestation Term – Biometrics, Neural Networks (NN), Principal Component Analysis 

(PCA), Eigen Values, Eigen Vector, Image Processing. 
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INTRODUCTION 
FACE RECOGNITION SYSTEM  

A face recognition system is a computer application for automatically identifying or verifying 

a person from a digital image or a video frame. One of the ways to do this is by comparing 

selected facial features from the image and a facial database. Security and authentication of a 

person is a crucial part of any industry. There are many techniques used for security and 

authentication one of them is face recognition. Face recognition is an effective means of 

authenticating a person the advantage of this approach is that, it enables us to detect changes 

in the face pattern of an individual to an appreciable extent the recognition system can 

tolerate local variations in the face expressions of an individual. Hence facial recognition can 

be used as a key factor in crime identification and detection, mainly to identify criminals 

there are several approaches to facial recognition of which Image processing principal 

component analysis (PCA) and neural networks (NN) have been incorporated in our project 

face recognition as many applicable areas. Moreover it can be categories into face 

recognition, face classification, one, or sex determination. The system consists of a database 

of a set of facial patterns for each individual. The characteristic features called „Eigen faces‟ 

are extracted from the storage images using which the system is trained for subsequent 

recognition of new images. 

It is typically used in security systems and can be compared to other biometrics such as 

fingerprint or eye iris recognition systems 

 

BASIC OF FACE RECOGNITION  

The first step in Human face recognition system is to detect the Human face in an image. The 

main objective of human face detection is to find whether there are any human faces in the 

image or not. If the Human face is present, then it returns the location and position of the 

image and extent of the each Human face. Pre-processing is done to remove the noise and 

reliance on the precise registration. The block diagram of a typical face recognition system 

can be shown with the help of Figure. The face detection and Human face extraction are 

carried out simultaneously. The complete process of face recognition can be shown in the 

Figure 1.  

 

Figure 1 Block diagram of a Face Recognition 

There are various factors that makes the human face detection is a challenging task. Pose 

presence or absence of structural mechanism, Facial look and expression, Occlusion, Image 

direction. The facial feature detection is the process to detect the presence and location of 

features like eyebrow, nose, eyes, lips, nostrils, mouth, ears, etc. this is done with the 

assumptions that there is only a single human face in an image. In the Face recognition 

process the input image is compared with the stored database. The input image is also called 

as probe and the database is called as gallery. Then it gives a matching report and then the 

classification is done to identify the sub-population to which new observations belong. 
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 LITERATURE REVIEW  
 

TECHNIQUES USED FOR FACE RECOGNITION 

  

a. TRADITIONAL 

There some facial recognition algorithms identify faces by extracting important 

features from an image of the subject's human face. For example, an algorithm may 

analyze the relative position, size, shape of the eyes, eyebrows, nose, cheekbones, and 

jaw. These features are then used to search for other images with matching features 

from stored database. Other algorithms normalize a gallery of face images and then 

compress the face data, only saving the data in the image that is useful for human face 

detection. A probe image is then compared with the face data. Popular recognition 

algorithms include Eigen-face, fisher face, the Hidden Markov model, and the 

neuronal motivated dynamic link matching. 

 

a. 3D 

A newly trend, claimed to achieve previously unseen accuracies, is three-dimensional 

face recognition. This technique uses 3D sensors to gather information about the 

shape of a face. This information is then used to identify unique features on the 

surface of a face, such as the contour of the eye sockets, nose, and chin. One 

advantage of 3D human face recognition is that it is not affected by changes in 

lighting like other techniques. It can also identify a human face from a range of 

viewing angles, including a profile view.  

 

b. SKIN TEXTURE ANALYSIS  

It is another trend which uses the visual details of the skin, as captured in standard 

digital or computer scanned images. This technique, called skin texture analysis, turns 

the unique lines, patterns, and spots apparent in a person‟s skin into mathematical 

calculations. Tests have shown that with the addition of skin texture analysis, 

performance in recognizing human faces can increase 20 to 25 percent. 

 

PROBLEM STATEMENT  
In face recognition system, the face detection and feature mapping is core concern to analyze 

the face. There is need of training for detection of faces from different perspective. The 

efficiency is the main concern for feature selection and multiple algorithm proposed for solve 

the accuracy problems. In the past techniques, there is need to provide the large test or 

training images to detect and assign the particular class means efficient image processing. 

Automatic recognition of human face is a challenging problem which has received much 

attention during recent years due to its many applications in different fields. Human Face 

recognition is one of those challenging problems and up to date, there is no technique that 

provides a robust solution to all situations. 

 

EXISTING SYSTEM 

 Human Face recognition is the computer application technique to recognize a human 

face. When a person is registered in a face recognition system, a video camera takes a 

series of snapshots of the human face and then represents it by a unique code 
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 When person has their face verified by the computer system, it captures their current 

appearance look and compares it with the facial unique codes already stored in the 

database system. 

 When human faces match, the person receives authorization for the system; 

otherwise, the person will not be authorized. The existing human face recognition 

system identifies only static face images that almost exactly match with one of the 

images stored in the image database. 

 When the current image captured almost exactly matches with one of the images 

which is stored in database then only the person is authorized and granted access. 

 When the current image of a person is considerably different, after comparing with 

image database say, in terms of facial expression then person will be denied   

 

PROPOSED SYSTEM   

The proposed human face recognition system overcomes certain pitfalls of the existing 

human face recognition system. It is based on extracting the important features of a set of 

human faces stored in the database and performing mathematical operations for the 

comparison on the values corresponding to them. Hence when a new image is fed into the 

system for recognition the important features are extracted and compute result to find the 

distance between the input images with the stored database images. Proposed system can 

tolerate some variation in the new face image. When the new image of a person varies from 

the images of that person stored in the database, the system will be able to recognize the new 

face and identify person. The proposed system is better mainly due to the use of facial 

features rather than the entire face. Advantages in terms of 

 Human Face recognition accuracy and better unfair power Computational cost 

because smaller images require less processing to train the image processing PCA. 

 The use of dominant features and hence can be used as an effective means of 

authentication 

 

IMPLEMENTATION 
 

FACE RECOGNITION USING NEURAL NETWORK  

We classify our project into two parts. These two stages are:-  

    1) Feature Extraction (Training)  

    2) Classification (Testing) 

The first part of our project is feature extraction (Training). Feature Extraction is done with 

the help of image processing PCA (Principle component Analysis) Technique and 

Classification will do with the help of Neural Network. 

Here we considered the Yale Database, in which the database is having the images of 15 

persons with 11 different positions. Every image in the database is of size 240 X 300 pixels 

means each image is having 72000 pixels and the number of images are 165. So the total 

pixels processing is 72000 x 165. The processing of such a huge data is difficult and also time 

consuming. So we required to minimize the data first without interfering the image features 

and contents. So to reduce the number of pixels processed per image we use here the concept 

of image down sampling.   
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TRAINING FACES  

Step 1: Prepare the data 

In this step, the faces constituting the training set (Γ) should be prepared for processing. 

Firstly we down sampled these images to 60 X 80 pixels i.e. the down sampling ratio is 0.25.  

So the number of pixels is reduced from 72000 to 4800 pixels. Due to that, the speed of 

operation of our project has increased. 

Now from those images, we considered either all eleven images for training or depends on 

our choice, although we can say that eight images are used for training but it may be possible 

that subject came in front of system may having passion from that remaining three images. 

As the number of images for training is increased the result has also increased.   

   Down Sampling = |Xn / N| 

Where, Xn- Image Pixel Values and N- Down Sampling Rate. Here we considered N=4. 

Figure bellow shows the Down sampling image. 

 

Figure 2 down sampling of Image 

The Example of down sampled image is shown in figure bellow. The input image is of size 

240 X 300 pixels and the down sampled image is of size 60 x 80 pixels.  

                                                

Figure 3. Input image with 240 x 300 pixels   down sampled image with 60 x 80 pixels 

 We  has arranged all the images in the in the row wise with each row size of 60 X 80 

= 4800 pixels per row   

Step 2: find the mean 

The average matrix Ψ has to be calculated, then subtracted from the original faces (Γ) and the 

result stored in the variable ɸi 

 

Ψ = M ∑n-1M Γ                                                      

ɸ = Γ – Ψ          

Image with pixel 

value of 240 X 

320 

Down Sampling  Image with pixel 

value of 60 X 80 
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Step 3: find the covariance matrix, Covariance C is calculated 

 C=            

 

 We formed a matrix of size 4800 X 165 pixels. From that we had calculated variance 

and covariance. After covariance the new matrix is formed of size 4800 X 4800 pixels  

 The formula for variance and covariance is shown bellow 

        -----    Variance          

--------    Covariance     

Step 4: find the eigenvectors, Eigen-values of the covariance matrix in below step  

Description of the correct algorithm for determination of eigenvectors and Eigen-values is 

absent here, as it belongs to the standard arsenal of most math programming libraries.  

 After that, we had calculated Eigen Values of matrix size 4800 X 4800 and Eigen 

vector of size 4800 X 1.   

 

Figure 4. Rough sketch for Eigen value and vector calculation          

Training image of 

size 4800 pixels 

Image Matrix of 

size 4800 X 4800 

pixels  

 

After 

Covariance 

calculation 

Eigen Vector of size 

4800X4800 

Eigen Value 

of size 

4800X1 
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 From these Eigen values and Eigen vector we drawn the Eigen face. The Eigen faces 

we calculate are 20 instead of 15 (as we use 15 persons) for our convenience and for 

result improvement 

Step 5: find the principal components 

M eigenvectors (Eigen-faces) ui, only M' should be chosen, which have the greatest Eigen-

values. The greater the Eigen-value, the more characteristic features of a human face does the 

particular eigenvector describe. Eigen-faces with low Eigen-values can be retrieved, as they 

explain only a small part of characteristic features of the faces.  

After M' Eigen-faces ui are determined, the “training” phase of the algorithm is 

finished. 

 We had calculated the 20 PCA values as we consider here 20 Eigen face. So for each 

Eigen face the PCA is being calculated.  The size of that calculated PCA is 4800 X 20 

for all images. Now, PCA value is 240 X 20 matrixes for every person i.e. for 11 

posses of a person.  PCA is well known statistical procedure that can be used to derive 

important features by reducing the dimensions of given input vector without losing 

information. The features of interest may not be available explicitly, and must be 

derived from the available attributes of individuals.  

The feature extraction step is completed after image processing PCA values are being 

calculated. Once PCA values are being calculated, the same PCA values are used for testing 

purpose to avoid the overhead of the project and increase the speed of our system. 

 

CLASSIFYING THE FACES 

The process of classification of a new (unknown) face Γnew to one of the classes (known 

faces) proceeds in two steps.  

First, the new image is transformed into its Eigenface components. The resulting weights 

form the weight vector ΩnewT  

 

wk =ukT(Γnew –Ψ)    k= 1, 2, 3, …..M          

 

ΩnewT  = (w1 ,w2,  .   .  . wM) 

 

The Euclidean distance between two weight vectors d(Ωi, Ω j) provides a measure of 

similarity between the corresponding images i and j. If the Euclidean distance between Γnew 

and other faces exceeds - on average - some threshold value ɵ, one can assume that Γnew is 

no face at all. d(Ωi, Ω j) also allows one to construct ”clusters” of faces such that similar 

faces are assigned to one cluster.  

Euclidian Distance  

Let p and q are two images with coordinates (Px, Py) and (Qx, Qy) respectively. The 

Euclidian distance between these two images is  

Euclidian distance = De(p,q) =    √ ∑(Px-Qx)2 + (Py-Qy)2 

The Notation used here are: - 
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I  Face image  

N × N  Size of I  

Γ Training set  

Γi  Face image i of the training set  

Γnew  New (unknown) image  

Ψ Average face  

M = | Γ | Number of Eigen-faces  

M'  Number of Eigen-faces used for face recognition 

C  Covariance matrix  

XT  Transposed X (if X is a matrix)  

u  Eigenvector (Eigenface)  

λ Eigen-value  

wi  Weight I  

Ωi
T  Weight vector of the image i  

ɵ Threshold value  

Table 1 Notation used 

Overview of the algorithm  

 

Figure 5 Face recognition algorithms 
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RESULT 

Face recognition result  

The input image was given to program for recognition. The input images have different 

positions. For this, whether the input image with different posses was matched or not was 

shown in figures bellow.  

 

 

 
 

Figure 9 Wink face position  

 

 
Figure 10 Left light position 

 

 

  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 11 Surprised Face Position  
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                                                   Figure 12 Wear Glass position  

 

 

 
 

Figure 13 Left light possessions  

 

Reccogntion Result 

 

Here we consider different number of images from our database. This number is represented 

by num_train.  Also we consider different epochs for improvement of our results. The Mean 

Square Error (MSE) has been calculated along with gradient. The Technical results are taken 

by us with different K- values and with different Epochs. The results for num_train 1 as 

follows:  

 

For num_train 1: - 

num_train =      1 

TRAINLM, Epoch 0/800, MSE 2.7065/0, Gradient 346207/1e-010 

TRAINLM, Epoch 25/800, MSE 0.0222229/0, Gradient 30.0975/1e-010 

TRAINLM, Epoch 50/800, MSE 0.0222222/0, Gradient 3.21355/1e-010 

TRAINLM, Epoch 75/800, MSE 0.0222222/0, Gradient 2.52829/1e-010 

TRAINLM, Epoch 100/800, MSE 0.0222222/0, Gradient 1.97737/1e-010 

TRAINLM, Epoch 125/800, MSE 0.0222222/0, Gradient 1.53959/1e-010 
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TRAINLM, Epoch 150/800, MSE 0.0222222/0, Gradient 1.19616/1e-010 

TRAINLM, Epoch 175/800, MSE 0.0222222/0, Gradient 0.927193/1e-010 

TRAINLM, Epoch 200/800, MSE 0.0222222/0, Gradient 0.718575/1e-010 

TRAINLM, Epoch 225/800, MSE 0.0222222/0, Gradient 0.561029/1e-010 

TRAINLM, Epoch 250/800, MSE 0.0222222/0, Gradient 0.546209/1e-010 

TRAINLM, Epoch 275/800, MSE 0.0222222/0, Gradient 0.531751/1e-010 

TRAINLM, Epoch 300/800, MSE 0.0222222/0, Gradient 0.517701/1e-010 

TRAINLM, Epoch 325/800, MSE 0.0222222/0, Gradient 0.503997/1e-010 

TRAINLM, Epoch 350/800, MSE 0.0222222/0, Gradient 0.490679/1e-010 

TRAINLM, Epoch 375/800, MSE 0.0222222/0, Gradient 0.477688/1e-010 

TRAINLM, Epoch 400/800, MSE 0.0222222/0, Gradient 0.465062/1e-010 

TRAINLM, Epoch 425/800, MSE 0.0222222/0, Gradient 0.452747/1e-010 

TRAINLM, Epoch 450/800, MSE 0.0222222/0, Gradient 0.440776/1e-010 

TRAINLM, Epoch 475/800, MSE 0.0222222/0, Gradient 0.4291/1e-010 

TRAINLM, Epoch 500/800, MSE 0.0222222/0, Gradient 0.417752/1e-010 

TRAINLM, Epoch 525/800, MSE 0.0222222/0, Gradient 0.406682/1e-010 

TRAINLM, Epoch 550/800, MSE 0.0222222/0, Gradient 0.395922/1e-010 

TRAINLM, Epoch 575/800, MSE 0.0222222/0, Gradient 0.385426/1e-010 

TRAINLM, Epoch 600/800, MSE 0.0222222/0, Gradient 0.375225/1e-010 

TRAINLM, Epoch 625/800, MSE 0.0222222/0, Gradient 0.365275/1e-010 

TRAINLM, Epoch 650/800, MSE 0.0222222/0, Gradient 0.355603/1e-010 

TRAINLM, Epoch 675/800, MSE 0.0222222/0, Gradient 0.346169/1e-010 

TRAINLM, Epoch 700/800, MSE 0.0222222/0, Gradient 0.337/1e-010 

TRAINLM, Epoch 725/800, MSE 0.0222222/0, Gradient 0.328056/1e-010 

TRAINLM, Epoch 750/800, MSE 0.0222222/0, Gradient 0.319364/1e-010 

TRAINLM, Epoch 775/800, MSE 0.0222222/0, Gradient 0.310885/1e-010 

TRAINLM, Epoch 800/800, MSE 0.0222222/0, Gradient 0.302644/1e-010 

TRAINLM, Maximum epoch reached, performance goal was not met. 

num_train =     1 

recRatio =   34.5455 

recognitionRatio =   34.5455 
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CONCLUSION 
This work illustrates the use of Neural Network for face detection, which gives the improved 

result as compared to conventional face recognition methods. The main limitation of the 

available (Current) face recognition system is that they only detect upright faces looking at 

the camera. Separate versions of the system could be trained for each head orientation, and 

the results could be combined using different arbitration methods similar to those presented 

here. In previous work, the face position must be center-light position; any lighting effect will 

affect the system. Similarly the eyes of person must be open and without glass. If such 

obstacles are on the face of person, the feature detection is complicated. Preliminary work in 

this era indicates that detecting profiles views of human faces is more difficult than detecting 

frontal views, because they have smaller amount of stable features and because the input 

window will contain more background pixels. When an image sequence is available, 

temporal coherence can focus attention on particular portions of the images. As a face moves 

about, its location in one frame is a strong predictor of its location in next frame. Standard 

tracking methods, as well as expectation-based methods, can be applied to focus the 

detector‟s attention. Other methods of improving system performance include obtaining more 

positive examples for training, or applying more sophisticated image preprocessing and 

Normalization techniques. The previous work required more complication in systems as well 

as the result of matching is not up to the satisfaction of any system. In our system special face 

features are not required for recognition process. The face features are detected using PCA. 

The feature face formed is Eigen face. Due to Eigen face, calculations in the specific face 

features are not required. So the overhead of the system is reduced as number of user of the 

system is going to increase.   

The results we got here using Yale face database is up to the satisfaction of requirement of 

any system.  As we were worked on more posses of the persons, so for our system, the 

center-light position is not required every time. For our algorithm, we say that as numbers of 

images for training are more and the epochs are more the result is increases. But the problem 

is that time require to complete the recognition is increases.  As numbers of images are 

increases, time required to complete the recognition is increases. 
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