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ABSTRACT

In this paper, a new bivariate distribution, using the concept given by Mongestern (1956), has been derived
from univariate Rayleigh distribution. This new bivariate Rayleigh distribution is then considered to obtain
the Induced (concomitants) order statistics. We have finally derived the probability density function of a
single and joint induced order statistics and have obtained their moments to characterize the distribution.
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1. INTRODUCTION

In probability theory and statistics, the Rayleigh distribution is a continuous probability distribution. A
Rayleigh distribution is often observed when the overall magnitude of a vector is related to its directional
components. The example of this feature is that the Rayleigh distribution naturally arises when wind speed
is analyzed into its orthogonal 2-dimensional vector components. Assuming the magnitude of each
component is uncorrelated and normally distributed with equal variance then the overall wind speed (vector
magnitude) will be characterized by a Rayleigh distribution. The distribution can also arise in the case of
random complex numbers whose real and imaginary components are iid Gaussian. In that case, the absolute
value of the complex number is Rayleigh-distributed. The distribution is named after Lord Rayleigh. Chi-
square, Rice distribution and Weibull distribution are the generalization of the Rayleigh distribution.

In this present paper, a new bivariate distribution has been derived from univariate Rayleigh distribution
using the concept given by Mongestern (1956). This bivariate Rayleigh distribution is then considered to
obtain the Induced (concomitants) order statistics.

In the section 2, characterization of univariate Rayliegh distribution and bivariate Rayliegh distribution has
been developed. In section 3 and 4 the density function of order statistics and induced order statistics have
been obtained. To characterize the model, the moments of induced order statistics have been also obtained.
The moment generating functions and cumulant generating function has been obtained. The joint
distribution of two concomitants is also obtained in section 5.

2 CHARACTERISTICS OF RAYLEIGH DISTRIBUTION AND BIVARIATE RAYLEIGH
DISTRIBUTION

In case the absolute value of the complex number is Rayleigh—distributed. The distribution is name after
Lord Rayleigh. The p.d.f of Rayleigh distribution is given by

-x2 /267
Xe
f(x)=—= 0<x<oo (2.1
O
The cumulative distribution function of above distribution calculates to
F(x)=[" f(x)dx 0<x<oo
:1_ e—)(2/20'2

The reliability function at time t say R (T) = P (T>t) is given by
R(X)=p(X >x)=e™"*"

Characteristics of the Rayleigh Distribution
Mean : The arithmetic mean for the Rayleigh distribution is:

o T
E(X)=JO xf (x)dx—c\/;
Variance: The variance for the Rayleigh distribution is:
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V(X)=E(X?)-(E(X)) =2 o

Median: The median of the Rayleigh distribution can be obtained as:
By the definition of median, we have

jOMe x/o? e X2 dx=1/2

Me = o \[log (4)

Bivariate Rayleigh distribution:

A bivariate distribution has been developed by using the concept of Mongestern (1956) as follows:
Putting X and Y follows univariate Rayleigh distribution with p.d.f. defined in eq. (2.1)

Now, to derive a bivarite distribution the following form is used:-

F(x,y):F(x)F(y)[1+5(1—|:(x)][1—|:(y)] (22)
For 6=-1

L o _x2_2y? _xP—y? X2—y?
=1-e X7 _g V7 1o 2° g 2 _g o ...(2.3)

Probability density function:
The p.d.f. of the bivariate Rayleigh distribution will be

x2_2y? _ox2-y? Xy

d? 2Xy . = g
f(X,y)dedy[f(X,y)]:? e 2 +e 2 _ze (24)
The conditional pdf of x given y is
F(0y) 2% o o g 2o
f = =—-|e 2 +4e?2 -2 2 .25
Conditional pdf of y given x is
B _2y? —xPoy? —x?-2y? N
f (X, y) 2y 252 252 2
f(y/x)= =—|e% +e @ -2e % ..(2.6
S e T (2.6)

3. PROBABILITY DENSITY IEUNCTION OF INDUC_ED ORDER STATISTICS
In this section, density function of Order Statistics and their Induced (Concomitants) Order Statistics have
been obtained. For Rayleigh distribution the pdf of the r'" order statistics can be obtained as:

n!

f= W (F)™ (-F(9] " (9

e r-1 2 n-r+l
-C,. %(14262} [e%} (3.1)

For r=1 the pdf of the first order statistics

-C,, = Lezv] (3.2)
(o}
For r=n the probability density function of the n™" order statistics
2 \n-1 2
X =\ 55
=C,, —2{1e20 ] e ... (3.3)
O

The probability density function of the n™ concomitant of the order statistic for r=n is
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2 \n-1 2 52
e [ e | o5
G (D= 1919 1o (0= 25C,y | | x(l—ez ] e dxr

—x2 n-1 —2><2—y2 —x? —2X°-2y
IO x(l—ezf*] g 20° dx—J'0 ZX(I—EZGZJ e 20" |dx

y? -y

L -y
o’ 2y ’ Yo ...(3.4)

20

_ 2y -
e (¥) = o2 ¢ +aZB(Z,H)e o’B(2,n)

The probability density function of y(.ni.e. r' Induced order statistic will be

Y(rn) (Y)=i (_1)i_r i=1c N 9 (V)

i=r

4 2y y/O' 2yi 7y2/20_2 4i 7}/2/0'2
= - —_ —_—— ...(3.5
>, (1)1 n { e +GZB(2,i)e aZB(Z,i)ye (3.5)

We can obtain the probability density function of first concomitant of the order statistics by putting r=1 we

have:
n i-r . 2y 2/ o2 2y 2 /252 4 _y2/ o2
g<1:n)(y)=2 (1) "%[;ey/ +azB—(21)ey/2 —myey’ } ...(3.6)

i=r

Moments of Y(n:n)-
The k™ moment of Y(n:n) k=0,1,2,....... n.
k Ak/2+1
2nc* 2 2n } G

Wow =E| Vo |= ] ¥ Gy (¥ )dyzakk/2+1{1+ s B(n)

Similarly one can obtain the expression for k™ moments of y(-n) as:

Moy =E[ Yo ]= 17 ¥ Gm) (1)

=Z (-)"i-1 [a k/2+1{1+ Z(ZZI; B(zzi,i)} ..(3.8)

4 MOMENT GENERATING FUNCTION AND CUMULANT GENERATING FUNCTION OF

Y[n:n]:
Moment generating function of Y(n:n) is given by:

M (1)=E [ g(_)}
—I ety ye ' dy+ j —ety y e/ dy —

B(2.n)
T[T evye¥'d
o B(2 n -[ y y
2z e‘s‘ﬁ*Z 2n 247 etV 2n 24z eetVr 4.1)

M, ., (t)= _
om (8)= ct-2dz B(2,n) ct—+2z B(2n) ot-2z
Now to obtain the moments by expansion method, one can use the following expression.

W = Coefficient of L
r

Differentiating it in this manner upto k times, we get the k™ moment of y(rn):
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d* 27 et 2n 2z e 2n 2z et
dt* Hhen) (1)= ot-24z +B(z,n) ot-2z B(2n) oct-24z
Az e‘“ﬁ-z 2327 7 2.2z g2
T ot-2y7  B(2l)ot—2z B(2l)ot-24z
2z e‘“‘ﬁ‘Z 427 77 47 72

b= o B(22)ot—2z B(22)ot-2z

5. JOINT DISTRIBUTION OF TWO CONCOMITANTS Y (r:n) AND Y (s:n):
The joint p.d.f of Y () and Y sn) is given by

rsn yl’ y2 J. J‘ y1/X1 y2/X ) rsn(xix )dx1dX2 .(51)
The joint p.d.f of X:n and Xs:n for the bivariate Rayleigh distribution with pdf

f e (%) = Cran [F ()] [F () ~F ()] 1= ()] £ (%) (%) -...(5.2)

n!

risn (r-1)(s—-r-1)}(n—s)!
N 61 I i -t

j=0 k=0

C

Putting the value eq.(2.18) in eq.(2.16)

g(r:s:n) (yl’ yZ) = J.OOO IOXZ f (%j f (){_jj fr:s:n (Xl X2) dxl dXZ

4 0.4 r-1s-r-1 . o
grsn (yl’yz) yl;/.z Crsnzk " _) 1kr lCS r— 1(:
j=0 k=0
2
2\ exp (- (r—J+k) 2
exp Yi
o’ (r—J+k)

. X

exp (—(r—j+k+1)—% -1

oxp| )i P(r-irk+1)7 5% e[ 2N
o’ —(I’—j+k+1) o’

2

exp (—(r—j+k+1) 2);2_2 -1

—(r—j+k+1)

B 2
exp[ sz exp(_yzzj 2exp( yzj
B o B 20 N o

(n-r-k) (n-r—k+1) (n-r—k+1)

: o (_1)r—1—j (_ )s r-1-k r— lc S_r— 1C
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2

. X
o2 exp(—(r—j+k) =5 -1 2
exp yzl _ 20° +exp y12
o —(r—J+k) 20
X2
exp (—(r—j+k+1) -4 -1
Pelr-] )202 —2exp ¥
—(r—j+k+1) o’
. 2 Y
exp (—(r—1+k+1)%;—1 _exp( O'sz_
—(r—j+k+1) (n—r—k)
2 2
exp[;yiJ 2exp(_y22]
(o) O
...(5.4)

(n—r—k+1)+(n—r—k+1)

2.6. CONCLUSION

We have developed a new bivariate distribution named as Rayleigh Bivariate distribution by using concept
of Mongestern (1956). The distribution of order statistics and their induced statistics has been obtained.
Further, the moments of concomitants of order statistics have been also obtained that characterize the
distribution.
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