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ABSTRACT  

Financial data volumes are increasing, and this appears to be a long-term trend, implying that data management 

development will be crucial over the next few decades. Because financial data is sometimes real-time data, it 

is constantly generated, resulting in a massive amount of financial data produced in a short period of time. 

The volume, diversity, and velocity of Big Financial Data are highlighting the significant limitations of 

traditional Data Warehouses (DWs). Their rigid relational model, high scalability costs, and sometimes 

inefficient performance pave the way for new methods and technologies. The majority of the technologies 

used in background processing and storage research were previously the subject of research in their early 

stages. The Apache Foundation and Google are the two most important initiatives. For dealing with large 

financial data, three techniques outperform relational databases and traditional ETL processing: NoSQL and 

NewSQL storage, and MapReduce processing. 

 

1. INTRODUCTION  

Technological innovations such as advanced analytics, machine learning, AI, big data, and the cloud have 

penetrated and transformed how financial institutions compete in the market thanks to digitization. Large 

corporations are using these technologies in order to carry out digital transformations, meet consumer demand, 

and improve profit and loss. While most businesses are storing fresh and important data, they aren't always 

sure how to make the most of it because the data is unstructured or not captured within the organization 

(Schwertner 2018). 

 

Companies must adapt to these changes in a planned and thorough manner as the financial industry rapidly 

advances toward data-driven optimization. Financial businesses will be able to fully use the capabilities of 

unstructured and high volume data, identify competitive advantages, and develop new market opportunities 

with efficient technology solutions that satisfy the advanced analytical demands of digital transformation 

(Liebowitz 2013) . 

Big financial data has emerged as a useful idea for businesses seeking high commercial value, and it is often 

described by its intangible properties (volume, variety, velocity, value and veracity) (Garmaki et al. 2016). 

The point at which financial data becomes “big” is subjective, therefore it remains an abstract word, generally 

characterized as data that is too big, too rapid, or too difficult to process using present techniques. Massively 

parallel processing; mixed and complex analytical workloads (e.g., ad hoc querying, data mining, text mining, 

exploratory analysis, and materialized views); flexible storage to support data from multiple sources; real-

time operations (stream processing): the concept has gained significant notoriety in many business areas, such 

as healthcare, retail, manufacturing, or modern city changes. 

Because of the high demand for input/output efficiency, scalability, and elasticity, which can be accomplished 

through parallel storage and processing, Big Data Warehousing represents a fundamental shift for 

organizations facing several difficulties in their traditional Data Warehousing systems, namely bottlenecks 

throughout the collection, storage, processing, and analysis of data. Another thing to consider is traditional 

DWs' stringent modeling approach, which only emphasizes the importance of BDWs. The state-of-the-art in 

BDW, however, indicates the concept's youth, as well as ambiguity and a lack of standard techniques to 

building BDWs based on their qualities. 
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2. BIG DATA 

Big data consists of data sets that are so massive and complicated that they are impossible to process using 

typical data processing software or on-hand database management solutions (Big data). It's a jargon or 

catchphrase for a big volume of both organized and unstructured data that's too large to be processed using 

standard database and software procedures. Petabytes (1,024 terabytes) or exabytes (1,024 petabytes) of data 

containing billions to trillions of records of millions of people are examples of large data (Sri and Anusha 

2016) (Shukla et al. 2015). 

Social networks, web-logs and web pages, smart mobile devices and sensors (especially those belonging to 

the IoT paradigm) are the greatest generators of big data, but statistical open data, multimedia (videos, images), 

and telecom data are also important big data sources (Agrawal et al. 2014; Thai et al. 2016). 

It's vital to deal with big data on time and in (real-) time, but it's also tough due to the large amounts of data 

that come in at a rapid rate. Dealing with a chunk of data can't always be put off because the data will be lost 

if it isn't. The (un)structuredness of data can range from unstructured to semi-structured, which makes creating 

a formal data model difficult. The necessity for exploratory analysis of such data is frequently mentioned, and 

data visualization is viewed as a tool for solving this challenge (Khan et al. 2018). 

Big data is large, quick, unstructured, and comes in a variety of forms. There are various distinguishing 

characteristics: 

1. Variety: Data comes in a variety of forms, including structured and unstructured data. Numeric and text 

fields make up structured data. Images, video, audio, and a variety of other sorts of unstructured data are 

examples. There are several data sources as well. Data from ERP systems and other operational systems are 

among the conventional sources of structured data. Data that is unstructured can be found in a variety of 

places, including social media, the Web, RFID, machine data, and more. Unstructured data exists in a variety 

of sizes and resolutions, and it can be analyzed in a variety of ways (Jeble et al. 2018). Video files, for example, 

can be tagged with labels and played, but video data is rarely computed, and the same is true for audio data. 

Network distances can be calculated using graphic data. Although feelings in Facebook texts and tweets can 

be assessed, they cannot be directly compared (Vasarhelyi et al. 2015). 

 

2. Velocity: The Internet substantially enhances the speed with which data may be moved, from emails to 

social media to video files. Cloud computing allows for rapid and easy sharing from any location. People can 

rapidly share their info with each other through social media programs. Data generation and access are also 

sped up with mobile access to these applications. 

 

3. Volume: Websites have evolved into excellent data stores. The clickstreams of users are recorded and saved 

for further use. Users can now become data prosumers thanks to social media programs like Facebook, Twitter, 

Pinterest, and others (producers and consumers) (Bello-Orgaz et al. 2016) (Leung and Zhang 2016). The 

number of data shares has increased, as has the size of each data element. High-definition videos have the 

potential to enhance the total amount of data shared. Video, music, text, data, and other autonomous data 

streams are generated by social networking sites, websites, RFID applications, and other sources (Bendre and 

Thool 2016). 

 

3. BIG FINANCIAL DATA 

Data capture, data storage, search, sharing, transmission, analysis, and visualization are all demanding tasks 

when dealing with a huge volume of financial data. Mobile devices that collect data, aerial sensory 

technologies, software logs, cameras, microphones, radio frequency identification scanners, and wireless 

sensor networks are all becoming more common. Big data is currently and will continue to be a trend. In 
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today's big data environment, the volume of data is growing at breakneck speed, and the rates of data can be 

continuously processed: storing, analyzing, and reporting in real time. These databases include billions and 

trillions of numerical entries, making them indispensable not only to the financial industry but also to 

government, telecommunications, and academic research. 

In the financial sector, big data includes a vast amount of stock data, quotation data, and pricing data (Fang 

and Zhang 2016). According to the Financial Information Forum, U.S. exchanges generated fewer than 65 

billion transaction and quote signals each year less than a decade ago (FIF - Financial Information Forum ). 

The data volume on the exchanges recently surpassed 1.5 trillion, and it shows no signs of slowing down. A 

fundamental capital markets difficulty is acquiring, classifying, and evaluating this data without incurring 

latency. Because financial data is sometimes real-time data, it is continuously generated, resulting in a 

tremendous amount of financial data being produced in a short period of time (Alexander et al. 2017). For 

example, the NYSE has 1500 firms that hold 1570 different types of stock, and these companies will conduct 

billions of business transactions per day, resulting in a massive volume of financial data. Furthermore, the 

world includes hundreds of stock exchanges and financial organizations, and big data has established itself as 

a trend in this new financial climate. Using typical relational database management systems to deal with 

massive data is simply too complex. The volume of market data is increasing, and this appears to be a long-

term trend, implying that data management development will be critical in the coming decades (Yang et al. 

2014). 

 

4. BACKGROUND PROCESSING AND STORAGE TECHNOLOGIES 

The majority of the technologies utilized in the research on massive financial data warehousing were formerly 

the topic of research in their early stages (Shen et al. 2015). The Apache Foundation and Google's initiatives 

are the most important . The following text explains the most important systems created in these projects. 

 

Apache Hadoop is a distributed programming system that is open-source. It is built around a scalable 

distributed file system called HDFS for data storage and a MapReduce programming language for data 

processing. This most popular MapReduce implementation, which combines parallel storage and data 

processing, was inspired by Google File System, which can be credited with kickstarting the current 

MapReduce revolution (Rana et al. 2018). Hadoop supports a variety of NoSQL databases, and numerous 

software packages, such as HBase, Hive, Pig, Spark, Sqoop, and others, run on top of or alongside Hadoop, 

such as Cloudera Impala (Sidhu et al. 2015) (Ishwarappa and Anuradha 2015). 

Google File System (GFS) is one of the most important platforms for research in this field, but its NoSQL 

database Google BigTable is equally noteworthy (Kalid et al. 2017). Unstructured data is stored in BigTable 

as uninterpreted bytes in the form of triplets that provide a row key, column key, and timestamp. Data 

versioning is enabled through timestamps, while column keys are used to group data of the same type into sets 

called column families (Yang 2015). 

HBase is a column-oriented database that operates on top of Hadoop and is modeled after Google BigTable. 

Bloom filters and data compression on the column level are supported in HBase, and tables can be utilized as 

input and output datasets for MR processing (Das and Kumar 2013) (Shahriari and Baraani-Dastjerdi ). 

Apache Hive is a technology whose introduction accelerated research in the field of big data warehousing (Du 

2015) . Hive is a Hadoop-based infrastructure that supports a variety of databases and file systems. It was built 

with the goal of integrating relational database concepts (declarative query language, tables, columns, and so 

on) to Hadoop's unstructured environment (Hive 2013). Hive was also classified as a data warehouse since it 

incorporated a key warehousing concept: a system catalogue metastore storing table metadata. 
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Table partitions are stored as subdirectories in the table's directory in Hive. Table data is a set of queries 

written in HiveQL, a SQL-like query language, that are converted into MR jobs and run on Hadoop (Thusoo 

et al. 2009) (Thusoo et al. 2010). Data structuredness was improved by using a schema-on-read technique, 

which speeds up data loading by deferring data validation to the query run-time phase rather than the data 

loading phase. Hive, on the other hand, still lacks a robust implementation of one of relational databases' most 

crucial features: the optimizer. Its optimizer is simple and rule-based, and it has been improved through study 

(Bouarar et al. 2014). 

Hive is frequently said to be good for examining datasets, however the Apache Pig platform is better for 

processing data flows. Pig Latin, which can also be used in other frameworks like Spark, is a programming 

language that operates on top of Hadoop and can be used to create programs and MR tasks (Olston et al. 2008; 

Swarna and Ansari 2017). 

 

5. BIG FINANCIAL DATA STORAGE AND PROCESSING CONCEPTS 

There are three techniques that are superior to relational databases and typical ETL processing for dealing 

with the previously identified problematic qualities of huge financial data: NoSQL and NewSQL storage, and 

MapReduce processing. 

 

NoSQL database 

NoSQL (Not Only SQL) is a trend that is frequently misunderstood as an antithesis to relational databases, 

however it does not imply that "SQL" is completely obsolete (i.e. relational). Rather, NoSQL refers to the 

extension or change of relational storage (Kaur and Sachdeva 2017) . 

NoSQL databases are largely open-source projects that are currently being actively developed, and they are 

typically characterized by horizontal scalability, distributed computing, and improved fault tolerance at the 

cost of more flexible data consistency. They do, however, lack a higher-level declarative language similar to 

SQL, as well as an uniform data model, which could be due to the many database families' major variances. 

There are four types of NoSQL databases (Mason 2015): a) column-oriented databases b) document-oriented 

databases c) key-value store d) graph databases e) object-oriented databases ff) XML databases g) other 

databases: multimodel, multidimensional, and multivalue databases (Gupta et al. 2017).  

 

Map Reduce  

The most popular framework for processing massive amounts of data, MapReduce (MR) (Lee et al. 2012), is 

also suited to big financial data. It is based on the shared-nothing architectural concept, which refers to a 

system made up of distributed independent computer nodes that might be virtual or non-virtual . Each node 

has its own local disk and main memory, and is linked to other nodes via a network. Since there is no shared 

memory between the nodes, the fundamental feature of this design is that it does not have any contention 

points (thus the shared-nothing phrase) (Karloff et al. 2010). According to these characteristics, the 

MapReduce framework is made up of processing nodes that are specifically built for scalability, fault 

tolerance, data and processing dissemination, and load balancing in cloud environments, while keeping the 

implementation details hidden from the programmer (Jiang et al. 2010). 

 

NewSQL 

NewSQL systems have recently been proposed. The goal of these systems is to attain the same level of 

scalability and availability as NoSQL databases while maintaining the ACID transaction properties and 

extensive functionality of relational databases (Pavlo and Aslett 2016). This technique may be appropriate in 

situations where traditional RDBMS-based systems have been in use for a long time, but there is a recent need 
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for increased scalability and performance. The following are the main issues in the design and deployment of 

such systems (Kaur and Sachdeva 2017) (Grolinger et al. 2013):  

 

a) The data model; b) the consistency model; and c) the architecture. The NewSQL concept is still in its early 

stages of development, with only experimental systems like RubatoDB available. 

 

Storage of Holographic Data 

(HDS) Holographic data storage (HDS) addresses ODS's issue by storing data throughout the media's volume 

rather than only on its surface(Coufal et al. 2000) . Multiplexing is used by HDS to record several holograms 

in the same amount of data. A laser source's light is split into two beams. The first is a signal beam that is 

encoded with binary data by passing it via a Spatial Light Modulator (Curtis et al. 2010). The second is a 

reference beam that is recombined with the modulated signal beam before being recorded on the media. A 

hologram is created by the pattern created by the overlapping beams. The hologram's distinguishing feature is 

the unique volume address provided by the reference beam (Ruan 2014). The data is retrieved using the same 

reference beam that was used to record the hologram. The signal beam, on the other way, exists independently 

of the other holograms. 

 

6. CONCLUSION  

The volume, diversity, and velocity of Big Data are increasingly highlighting the serious constraints of 

traditional Data Warehouses (DWs). Their rigid relational model, high scalability costs, and occasionally 

inefficient performance pave the way for new methodologies and technologies. The notion of Big Data 

Warehousing has recently gained popularity, with the goal of studying and proposing innovative solutions to 

cope with Big Data issues in Data Warehousing contexts. The Big Data Warehouse (BDW) is a scalable, high-

performance system that uses Big Data techniques and technologies to support mixed and complex analytical 

workloads (e.g., streaming analysis, ad hoc querying, data visualization, data mining, simulations) in a variety 

of emerging contexts, such as Smart Cities and Industries 4.0. However, because this field is still in its infancy, 

the vagueness of the notions and the absence of consistent methodologies persist. 

Integration of traditional data warehouses with big data is a difficult scenario since, in the past, there was just 

structured data to deal with, but today there is also other (big) data to deal with, which might improve analytics 

by adding context. The use of MapReduce and NoSQL databases has become a key aspect of big data 

warehousing research. This article examines how new concepts have been employed to bridge the gap between 

traditional data warehouses and big data analytics demands. This paper focuses on novel technologies and 

approaches for incorporating NoSQL databases and MapReduce systems with one another or other systems 

to enhance or speed up data processing and storage in data warehouses, or to implement new algorithms for 

computing the multidimensional data cube, which is the key data structure of a data warehouse. 
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