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ABSTRACT 

Proposed for promising high speed 5G system using radix 2r based polar encoder in VLSI architecture, 

including single radix and reconfigurable multi-radix modes. The polar codes are considered as one of the 

most favourable error correcting code because of its channel achieving property. This property helps to handle 

the long length codes. When code length is small, fully parallel encoder implementation is easy. But when the 

code length increases, the hardware implementation becomes more complex. To overcome the disadvantage 

of fully parallel encoder, partially parallel encoder is designed. The newly designed encoder handles long 

polar codes with less hardware complexity. The main advantage of proposed encoder architecture is less 

hardware complexity, reduced delay and detection of error and power consumption. Partially encoder 

architecture is designed and synthesized by using Xilinx 12.2. The results are simulated by using ModelSim 

10.4a simulating tool. 

 

INDEX TERMS-Polar codes, Polar encoder, Very-Large-Scale-Integration 

 

I.INTRODUCTION 

Polar codes are one of the appreciative error correcting due to its channel achieving property. It is now 

considered as the major enhancement in coding theory and it is used in data storage device application. Polar 

codes are now used in the 5th generation wireless system(5g) formalization process of 3rd generation 

partnership project (3GPP).This system has chosen the polar codes as a channel coding scheme .It is linear 

block error correcting code which is found in low computing complexity channels. The designing method for 

polar codes are channel combining and splitting. The best qualified error correcting code for the code having 

long length is the polar codes .The message in the storage system are safeguarded by the error correctingcodes. 

In 1948, the research on channel codes has developed for the past sixty years. The two codes have been newly 

discovered that approaches the Shannon limit are turbo codes and LDPC codes these two codes are used in 

communication and storage system due to their excellence in error-correcting capability.  As these two codes 

were already successful in practical application, the search for furthermost capacity achieving codescontinues 

[1-4].Then in 2008, polar codes were found as the best capacity achieving code. In term s of error correcting 

performance, polar codes can potentially perform well as compared to the previous codes, with same code 

length & code rate [5].  

 

II RELATED WORK 

In this paper described about construction of polar codes .polar codes is Starting from Shannon’s seminal work 

in 1948 [1], research on channel codes has developed for sixty years. In the past decades, the core mission of 

coding theory is to discover the new codes that approach Shannon limit closer than the prior codes. Motivated 

by this goal, information theoreticians have proposed generations of channel codes. To date, the state-of-the 

art channel codes are Turbo codes [2] and LDPC codes [3-4]. As the two codes that are proven to be very 

close to Shannon limit, Turbo codes and LDPC codes show excellent error-correcting capability, hence they 

have been widely adopted in numerous IEEE standards and commercial products in communication and 

storage systems. Although the existing capacity-approaching codes have already obtained great success in 

practical applications, the search for the ultimate capacity-achieving codes still continues. 
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The proposed decoder saves more clock cycle as the code rate increases. And high clock frequency is achieved 

because proposed decoder uses the data path balancing technique. Hardware complexity can be reduced by 

using this proposed technique. 

 

III EXISTING SYSTEM 

The channel capacity of symmetric binary input and BDMC was first achieved by using polar code[6-8]. 

Channel polarization phenomenon is to construct the polar code. When the data is sent on the channel with 

full rate channel capacity is nearer to 1 and at 0 rate data is sent through the other channels. The encoding of 

polar code is characterized by generated matrix and it is given as         

                            

G=    1        0 

1 1 

2  

 

 
Fig.1.Design of 16 bit Fully Parallel Encoder 

Fully parallel encoder architecture consists of four stages. Inputs are in natural order and output is in bit reverse 

order. Construction of polar code is done by using generated matrix since they belongs to linear block code. 

Generated matrix is represented by G. Here u and x correspond to the information and code word vectors. 

Codeword vector u is input arranged in natural order and x which is output codeword vector is arranged in bit 

reverse order. This arrangement is used to simplify the encoding process. Inputs bits are 16 and output bits are 

also 16. Architecture has four stages, in order to process the information, 32 XOR gates are required. The 

entire encoding process is accomplished in only one cycle in completely parallel encoder architecture [9],[10]. 

The encoder architecture design is based on generator matrix. Its implementation becomes complex as code 

length increases. For long polar code, it is not a suitable architecture in sort to attain the best error correcting 

performance. The memory size and gates required to realize the architecture increases as code length increases. 

In order to overcome this advantage of fully parallel architecture we go for partially parallel encoder 

architecture. 

 

IV PROPOSED SYSTEM 

The reduced hardware complexity an advanced architecture for long polar codes is proposed. The throughput 

of the proposed architecture is high therefore it can be used to design the architecture with higher level 

parallelism. The architecture is best suited for long polar codes [11]. 

 

FOLDING TRANSFORMATION 

The folding transformation is widely used to save hardware resources by time-multiplexing several 

operations on a functional unit [12-16].A data flow graph (DFG) corresponding to the fully parallel encoding 

process for 16-bit polar codes where a node represents the kernel matrix operation F, and wij denotes the 

jth edge at the ith stage.  
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ENCODER ARCHITECTURE 

Partially parallel encoder architecture design is formed by applying folding transformation to fully parallel 

architecture. This type of illustration is called the DFG representation.  Main aim can be reduced 

thecomputational complexity and determined the delay. The input to the encoder is in natural order and output 

is in reverse order. Thestructureconsistsoffourstages.Eachstagehaseight functional units. Every node performs 

kernel matrix operation. V k, l represents lthedge at the kthstage. The designed encoder is identical to FFT. In 

case of the polar encoder kernel matrix operation is performed instead of butterfly computation in FFT. The 

encoder process 4 bits simultaneously at same time. Each function node processes two bits at a time. Thus two 

nodes are to processes four bits in every stage. In the folding transformation the most important designing 

factor is finding the folding sets. These sets represent order of the functional nodes. In that order only the 

operations are executed. 

In order to build well-organized folding sets, the action of the encoding processes are 1stdivided into separate 

FSs. The actions of the nodes are distributed in consecutive order because the input is in natural order. Two 

folding sets are formed in each stage. Only even or oddoperation is performedbyeachunitofaset [17].  

 

 
Fig.2 DFG of 16 bit polar encoding 

Fig.3 Proposed 4 parallel folded architecture for encoding the polar (16,k) codes 

When an edge wijfrom functional unit S to functional unit T has a delay of d, the 

delayrequirementsforwijintheF-foldedarchitecturecanbe calculatedas 

D(wij)=Fd+t−s 

wheretandsdenotethepositioninthefoldingsetcorrespond- ing to T and S, respectively. Note that (1) is a 

simplified delay equation derived with assuming that the kernel functional unit is not pipelined. The delay 

requirements of the 4-folded architecture, i.e., D(wij) for 1 i3 and 0 <j<15,  are summarized in Fig. 3. For 

instance, w2,0 from B0 to C0 demands one delay since d = 0, t = 1, and s = 0.  

 

V RESULTS AND DISCUSSIONS 
In this work, partially parallel encoder has been designed and implemented using folding transformation 

technique. Implementation has been done using ModelSim 10.4a. Fig.4 shows the simulation result of partially 

parallel encoder using folding transformation technique. 
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Fig.4.Simulation result of proposed system 

 

VI CONCLUSION 

In this paper, the design of partially parallel encoder has been designed using folding transformation technique. 

The proposed folding transformation based design are implemented using ModelSim technology. The 

simulation result shows that folding transformation based polar encoder consumes less power and delay 

compared to the existing polar encoder architecture. 
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