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ABSTRACT 

In this paper a new integrative view of manufacturing cell formation and both inter-cell and intra-cell layout 

problems are discussed. Cells formation are determined simultaneously through a Dynamic Programming algorithm 

with the objective of minimizing the inter-cell flow cost. This Dynamic Programming algorithm is implemented in a 

Simulated Annealing approach with Genetic operators to reach near optimal solutions. Moreover, within this 

approach by using an Ant Colony optimization technique, They also solve the intra-cell layout problem, i.e., they 

also determine how to layout machines within relative cells.(1) An integrated objective function to minimize overall 

inter-cell and intra-cell flow costs instead of merely minimizing the number of inter-cell movements/costs. (2) The 

integrative and simultaneous determination of cell formation and their layout instead of using sequential approaches. 

(3) All three phases of cell formation, inter cell and intra-cell layout design problems, which are all important for 

overall performance of  the system, and (4) An easy to code and solve integrated procedure through implementing 

meta heuristic approaches. Their computational results show that by incorporating intra-cell decisions in cell 

formation and inter-cell design process through implementing their proposed integrated approach, a manufacturer 

can largely reduce their total material flow cost. Particularly our computational tests give good quality solutions in 

comparison with the most similar available approach in the literature with an average improvement of 24.97% in 

total flow cost for a set of randomly generated test problems. 

 

KEYWORDS: Cell Formation, Intra-cell Layout, Inter-cell Layout, Simulated Annealing, Dynamic Programming, 

Ant Colony Optimization. 

 

INTRODUCTION 

 

The concept of GT was originally proposed by Mitrofanov (1966) and Burbidge (1975). Mitrofanov (1966) defined 

GT as a method of manufacturing piece parts by the classification of these parts into group and subsequently 

applying to each group similar technological operations. The most general definition of GT defines it as a 

manufacturing philosophy which identifies and exploits the underlying proximity of parts and manufacturing 

processes. A cell can defined as  a group of closely located work stations where multiple sequential operations are 

performed on one or more families of similar raw materials, parts, components, products or information carries. 

They define a manufacturing cell as a cell whose main purpose is to physically process, transform, transmit and add 

value to materials whose end state are products or components .A manufacturing cell as an independent group of 

functionally dissimilar machines, located together on the floor, dedicated to the manufacturer of a family of similar 

parts. A Cellular Manufacturing System (CMS) design is usually partitioned to several phases, including the 

selection of parts and part families, machines and machine cells, tools and fixtures, material handling facilities and 

layout (Wemmerlov and Hyer (1987)). Obviously, these phases are not independent and should all be considered 
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through cell design goals. The overall goal for the design process is to achieve performance improvement with 

respect to lead time, inventory, quality or other measures or in other words, to achieve advantages of a CMS. 

The most important advantage of CMS are include reduction in move times, throughput and lead time, WIP and 

finished goods inventory levels, setup times, as well as improvement in quality, capacity and equipment utilization. 

There are many available studies in the field of CMS design. Most of them, however, are focused on the cell 

formation problem. Moreover, there are not so many papers that concurrently consider all three phases of the design, 

namely part/machines grouping, intra-cell and inter-cell layout designs within an integrated approach. Formation 

technique is that they do not lay out machines in cells (intra-cell layout) and on the shop floor (inter-cell layouts). 

There are also a few approaches for the layout problem in CM Moreover, most of the available studies for the cell 

formation problem are concerned with creating machine cells with minimal number of inter-cell movements and not 

with minimal flow cost  cell formation with minimal number of inter-cell movements is not always consistent with 

the one with minimal inter-cell material flow cost, due to lack of layout data in the cell formation process. 

Additionally, although the cell formation and the inter-cell layout problems have been jointly considered in the 

literature, most of the available methods are either based on the sequential approaches in which machine cells are 

found in first phase and then inter-cell layout is constructed based on the given cell formation; thus the quality of 

final solution largely depends on the given cell formation or are based on difficult mathematical models (in which 

solving the problem is not easy, 

In this paper, by improving and combining the studies of Lee and Chiang (2001), Chiang and Lee (2004), we 

propose an integrative and easy to code approach which integrates all three phases of a CMS design: cell formation, 

its location sequence on the bidirectional linear flow layout and the intra-cell machine layouts. We modify their 

approach to be able to implement it for our intra-cell (and not inter-cell) layout decision making as a part of our 

integrated approach. We consider this criterion as the objective function. Moreover, we notice that all these design 

decisions are correlated in the sense that they affect each other. Hence, we propose an integrative and simultaneous 

consideration of different design decisions instead of available sequential approaches. Our computational results, as 

will be discussed, show that by incorporating intra-cell decisions in cell formation and inter-cell design process, and 

through implementing our proposed integrated approach, a manufacturer can largely reduce their total material flow 

cost. 

 

ASSUMPTIONS AND SA PROCEDURE 

 

1) Our objective is to minimize total cost of inter-cell and intra-cell flows subject to a cell size constraint, i.e., the 

maximum number of machines allowed in each cell. We consider a center-to center linear distance measure and for 

simplification, we do not consider any other spatial constraint. However, one may note that such constraints can also 

be added to the model by some simple modifications to the will-be proposed procedure. 

2) As the problem of partitioning a manufacturing system into several subsystems, with the objective of minimizing 

inter-cell flow movement cost is NP-complete (Garey and Johnson (1979)), most researchers have focused on 

developing heuristics or met heuristics. In this paper, as well, we propose an enhanced Simulated Annealing (SA) in 

which the crossover and mutation operators of Genetic Algorithm (GA) are used as generation mechanism to 

generate neighborhood solution. 

3) For a physical annealing process of condensed matter gave a comprehensive discussion of the theory and review 

of various applications. 

The main procedure of SA can be described as follows. It starts from an initial solution to the problem, and then 

generates a new trial solution from the neighborhood at the current solution. If the new solution is better than the 

current solution it is accepted and used as the new current solution. Otherwise, it may be accepted or rejected 

depending on an acceptance probability, which is determined by the difference between objective function of the 

two solutions and by a control parameter called temperature, following the convention in thermodynamics. This 

process then continues from the new current solution. Initially, the temperature is set at high level, as in annealing, 

so that almost all moves will be accepted. It is then decreased slowly during the procedure until almost no move will 

be accepted. In other words, 

 

SA PROCEDURE CAN BE GENERALLY DESCRIBED AS FOLLOWING STEPS. 

1. Initialization: set parameters of annealing schedule. 

2. Select an iteration mechanism: a simple prescription to generate a transition from current state to another state by 

a small perturbation. 

3. Evaluate the new state and computeE  (value of current state - value of new state) . 
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4. If the new state is better, make it current state, otherwise probabilistically accept or reject it (with a determined 

probability function usually called acceptance probability function). 

5. Based on stopping rules either stop or continue iterations at step 2. A simulated annealing algorithm works with a 

coding of solution configuration. In this study, the configuration of solution, as is common, consists of a string of 

integer values. Each integer value is the code for one machine and the order of machines in the string is associated 

with the sequence of machines at the incidence matrix. For instance, the symbolic string  =(8, 1, 3, 5, 4, 2, 7, 6), 

represents the sequence of eight machines appearing in the row of the incidence matrix. If a cell formation problem 

involves m machines, a string with the defining length of m is needed to encode the candidate solution. This string 

then will be segmented and each segment represents a machine cell. A Dynamic Programming approach that uses 

the idea of a graph of material flow is then used to determine the best cell formation, location sequence and inter-cell 

flow cost of that cell formation regarding the best layout. Consequently, the number of cells, despite of sequential 

procedures, is obtained through the optimal policy and is not determined before layout design. After such 

determination and during our integrative procedure, we will deal with intra-cell layout, i.e., to layout machines in 

each cell. This will be done by modeling the problem as a famous Quadratic Assignment Problem (QAP) model and 

developing an Ant Colony Optimization (ACO) technique  

 

INTEGRATED SOLUTION PROCEDURE 

 

As mentioned previously, we implement a Simulated Annealing approach that uses crossover and mutation 

operators. Additionally, as will be described in details, a Dynamic Programming procedure and an Ant Colony 

Optimization (ACO) technique are embedded. The major reasons for implementing this approach include: (a) Our 

skills and experiences in implementing SA and ACO, and (b) Effective results, achieved by previous researchers. 

To describe the procedure in more details, notice that the sequence of machines needs to be partitioned into a 

number of segments under the cell size constraint. To this end, a Dynamic Programming algorithm is developed to 

achieve minimum TC , i.e., the minimum inter-cell total flow cost. Each partition then will be treated as a cell. 

Moreover, TC (i.e., the intra-cell total flow cost) will be added to TC to build up the total material handling cost. 

TC will be determined by an Ant Colony Optimization (ACO) technique, used to solve the QAP model in each 

stage of our SA procedure. Our main integrated approach is as follows. 

 

Step 1. Construct a set of initial solutions (parent solution). Each solution is generated randomly by assigning m 

machines into a sequence. 

 

Step 2. Define the initial temperature T and parameters such as the length of equilibrium, the 

Cooling rate of temperature, and the population size. 

 

Step 3. While not yet frozen do: 

 

Step 3.1. While not yet equilibrium do 

Compute the inter-cell and then according to that the intra-cell flow cost (TC &TC (parent)) of 

each parent solution in the current set respectively by the Dynamic Programming algorithm and the Ant Colony 

technique for the QAP model. 

Generate a set of neighborhood (child) solution via the crossover and mutation operators in the 

genetic algorithm. 

Compute the inter-cell and then according to that the intra-cell flow cost (TC & TC (child)) of 

each child solution set respectively by the Dynamic Programming algorithm and the Ant Colony 

technique for the QAP model. 

For each pair of solutions in the parent set and the child set do: 

Calculate the cost improvement  = (TC(child) - TC(parent))+(TC (child)- TC (parent)). 

If   0 , the solution in the parent set is replaced by the one in the child set. 

Otherwise, the solution will be replaced by an acceptance probability exp(  /T ). 

 

Step 3.2. Reduce the current temperature through a fixed cooling ratio. 

 

Step 3.3. End of while 
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Step 4. The algorithm is terminated when either (1) the best solution and the worst solution in the population set are 

equal, or (2) the temperature has been reduced below the user-defined value. The best solution in the current 

population set at the frozen temperature is treated as the optimal solution. 

to step 4.  

 

COMPUTATIONA L RESULTS 

 

To illustrate the efficiency of our proposed integrated procedure, we have implemented our algorithm to solve 15 

randomly generated test problems. We have compared the results of our approach with the previous available one in 

the literature, i.e., the proposed approach of Chiang and Lee (2004). We use "C&L" (Chiang and Lee) to refer to 

their approach and "S&A" (Shaiesh & Athani) to refer to our proposed procedure. We consider the criterion of total 

material flow cost and compare these two approaches. It is noteworthy that in both approaches intra-cell flow costs 

can be computed based on the objective function of the described QAP model; where this objective is heuristically 

optimized in "A&P" but this is not the case for "C&L". In order to maximize the similarity of our test problems with 

what "C&L" implemented as their test suites, we have used same data to generate our 15 randomly generated test 

suites. We also have coded both approaches and implemented them with same input data on a same platform. Table 

1 shows the dimension of test problems as well as obtained results. Moreover, Table 1 also presents the resulting 

solution of each procedure. In this table we denote the cell boundaries by "/". Hence, the sequence of machines in 

each cell (from left to right) shows the intra-cell layout of that cell according to the QAP model. For instance "1 2/ 3 

4" describes that there are two cells in the layout: machine 1 and 2 form the first cell, and machines 3 and 4 form the 

second one. Machine 1 is placed in the first available place of the first cell, and machine 2 in the second place of this 

cell. Also, machines 3 and 4 are placed in the first and second available places of cell 2, respectively. The results 

presented in Table 1 reveal that our proposed approach achieves solutions with lower total cell flow cost for all 

implemented test problems. This is mainly due to the fact that our approach is more integrated than the previous 

available one in the literature. In other words, it considers cell formation, intra-cell material, and inter-cell flows in a 

jointly manner. The average percent of improvement in total cost is 24.97% with the best improvement of 66.41% 

for n=6 and the worse of 3.32% for n=10. Figure 1 illustrates the percentage of improvement in total cost for 

different number of machines. Figure 2 depicts the comparison of our proposed algorithm (A&P) with that of 

Chiang and Lee (C&L) based on the total flow cost. One can observe that as ‘n’ increases, the difference between 

resulted total flow costs grows approximately in an exponential way. 

Moreover, Figure 3 compares two approaches by considering the resulted inter-cell flow costs. Although our 

procedure and that of Chiang and Lee (2004) are approximately similar in dealing with the inter-cell layout design, 

one can observe a slight difference and that is related to the random nature of both algorithms. However, since our 

proposed procedure modifies a strong Ant Colony Optimization (ACO) technique to also incorporate the intra-cell 

layout problem, a major difference happens regarding this important component of total flow cost. This difference 

highlights the importance of considering intra-cell decisions in cell formation and inter-cell layout problems with 

respect to total material flow costs. Figure 4 demonstrates this statement by comparing two procedures based on 

their intra-cell flow costs. 

 

                                                                                                       

 

 
 

 

 

 

Figure 2 comparison of (A&P) with old (C&L) 

Figure 1 Improvement percentage in total flow cost                         
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Figure 3 Comparison of two procedures by total                           Figure 4 Comparison of two procedures with                         

inter-cell flow costs.                                                                       total intra-cell flow costs. 

 

 

CONCLUSION 

In this paper, we proposed an integrative view for all three phases of cellular manufacturing systems design, i.e., cell 

formation, inter and intra-cell layout design. The main algorithm was a Simulated Annealing approach in which a 

Dynamic Programming (based on the graph representation of material flow) and an Ant Colony algorithm (based on 

a QAP model) were implemented, respectively for inter-cell and intra-cell layout decisions. Table 1 Computational 

results with dimensions of random generated test problems. 

Table 1 Computational results with dimensions of random generated test problems 
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