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Abstract:  Hand gesture recognition is an essential 

task as its application ranges from human-machine 

interface to sign language recognition. The 

classification accuracy of static gestures depends on 

the technique used to extract the features as well as 

the classifier used in the system. Artificial Neural 

Network (ANN) and Support Vector Machine (SVM) 

are the powerful mechanisms used for pattern 

recognition. This paper briefs the basic theory of 

ANN and SVM, and also provides the comparison of 

the Back propagation Neural Network and Support 

Vector Machine used as classifier for the static hand 

gestures. 

Keywords: Static hand gesture, Back-propagation 

Neural Network, Maximum margin, Support Vector 

Machine, Classification accuracy. 

I. INTRODUCTION  

Hand gesture recognition plays an important 

role in wide area covering the applications from virtual 

reality to sign language recognition. Hand gestures are 

broadly classified as Glove based and vision based 

Gesture Recognition. In Glove based approaches users 

have to wear cumbersome wires which may hinder the 

ease and naturalness with which the user interact with 

the computers or machines. The awkwardness in using 

gloves and other devices can be overcome by using 

vision based systems that means video based interactive 

systems. This technique uses cameras and computer 

vision techniques to understand the gestures in a simple 

way. This approach is called as vision based approach. 

Vision based hand gesture systems have been broadly 

used by many researchers as it does not require any 

additional hardware other than camera. That is how the 

vision based techniques are suitable for computing and 

recent emerging applications. Methods for vision based 

hand gesture recognition are divided into two categories 

namely 3D model based methods and appearance model 

based methods [1] [2]. 3D model may exactly describe 

hand movement and its shape, but most of them are 

computationally expensive. In this paper, we focus on 

appearance model based methods for recognition of hand 

posture. 

Many researchers, as can be seen from literature 

review, have worked on appearance based methods. 

Freeman et. al. recognized gestures which was further 

used for controlling the television using normalized 

correlation [3]. The method proposed in that paper   

works satisfactorily only for the static conditions. 

However it does not work for the variations in the pose 

and the background of a person performing hand gesture.  

Weng et. al. proposed a hand tracking and sign 

recognition method using appearance based method [4]. 

Even though its classification accuracy was good, the 

performance was not good in the real-time environment. 

Just et. al. used  modified census transform for hand 

gesture classification with good results[5].  J. Triesch 

et.al. used  elastic graphs to represent hands in different 

hand postures with local jets of Gabor filters [6]. This 

helped to locate hands without separate segmentation 

mechanism. However, the learning of a classifier was 

carried out using only a small set of image samples 

resulting into limited generalization of a method. The 

exhaustive literature review on vision based gesture 

recognition states that the performance of the system 

highly depends on the pose, variation in the background, 

illumination conditions. Some of the works carried out to 

overcome the above mentioned limitations are presented 

below. 

Lars et.al. used scale-space color features for 

recognition of hand gestures [7]. In their approach they 

developed feature detection under uniform background 

and reported as real time with user independence and 

invariant to camera movement. The other researchers 

have dealt with gesture recognition problems using soft 

computing approaches to statistical models based on 

Hidden Markov Model (HMM) [15], and Finite State 

Machine (FSM) based models [16]. Soft computing tools 



                                  Proceedings of 

INTERNATIONAL CONFERENCE ON COMPUTING, COMMUNICATION AND ENERGY SYSTEMS 

(ICCCES-16) 

In Association with IET, UK & Sponsored by TEQIP-II 

29th -30th, Jan. 2016 

Paper ID: E&TC04 

K.E. Society's  

RAJARAMBAPU INSTITUTE OF TECHNOLOGY  

generally include ANN [17] [18], fuzzy Logic sets [19] 

and Genetic Algorithms GAs [20]. Minimum Enclosing 

Ball-SVM (MEB-SVM) algorithm was implemented on 

large scale data classification by Yu Ren et.al. wherein 

mean shift and Fourier descriptor were implemented to 

develop an efficient and fast system. [21].  

 This paper presents the context of classification 

through SVM and NN approach, and provides an easy 

way to relate each class. The rest of this paper is 

organized as follows: Section 2 presents discussion on 

Neural Network followed by brief theory on Support 

Vector Machine in Section 3. Detailed results and 

comparisons are presented in Section 4.  Conclusions are 

given in Section 5. 

II. NEURAL NETWORK  

The aim of this section is to outline basic theory 

of Artificial Neural Networks (ANN), which in this 

paper is used for classification and further for 

recognition. It is being used now-a-days for extensive 

applications such as pattern recognition and 

classification, data compression and optimization [16]. 

The most widely applied neural network algorithm in 

classification remains the feed forward back propagation 

algorithm. 

Emulation of the biological neurons are done 

using individual nodes in a neural network which takes 

the input and performs computations on the input and 

passes the output to the other neuron based on some 

measures. The output of each node is associated with 

some activation function and also weight values are 

associated with the node in the network and, these values 

constrain how input data (In this case hand postures 

images) related to output data (e.g., Specific Hand 

postures). Weight biases are determined by the iterative 

flow of training data through the network (i.e., weight 

values are established during a training phase in which 

the network learns how to identify a particular class by 

typical input data characteristics) [17].  

Most popularly used training algorithm is Back-

propagation which comes under supervised learning 

technique used to train the neural network. The term is 

an abbreviation for "backward propagation of errors". 

Back-propagation takes the transfer function used by the 

artificial neurons or nodes are differentiable. Gradient of 

the error of the network with respect to the network's 

modifiable weights is calculated using Back propagation 

algorithm. This gradient is almost always then used in a 

simple stochastic gradient descent algorithm to find 

weights that minimize the error. The algorithm mostly 

contains the calculation of the gradient and its use in 

stochastic gradient descent. The beauty of this algorithm 

is that it normally allows quick convergence on 

satisfactory local minima for error. Non-linear activation 

functions that are commonly used include the logistic 

function, the Softmax function, the Gaussian functions 

and the sigmoid function.  

The general model for neural network discussed 

above is as shown below in Fig. 1: 

 

Fig. 1.  General model of NN 

Neurons are the fundamental processing unit which is 

the base element in neural network. The very basic 

processes involved in the neuron model can be identified 

as follows: 

    Neuron‘s output =f  xiwj
p
j=1                                 (1) 

wj   -synaptic weights 

xi   - Neuron inputs 

f ( )  -activation function 

 

Each of the input signals xj is multiplied by the 

corresponding synaptic weight wj.. Output of each neuron 

is obtained by applying a nonlinear function, called the 

activation function to the sum of the weighted input 

signals. 

Mean Square Error (MSE) is calculated using 

following expression:  

 

                                                                                 (2) 

where, );(( WxF t
is the actual output of the network and 

ty  is the target output. If the MSE is not below a certain 

pre-determined value,   the weights are updated as per 

follows: 
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Here,  (0<< 1) is the learning rate which is a scaling 

factor indicating the strength of the connection weights 

to be adjusted for a given error. Higher value of  can be 

used to speed up the learning process, however with a 

risk of skipping the optimum weights. It is proved that 

the algorithm will converge if training data is linearly 

separable and  sufficiently small.  

III. SUPPORT VECTOR MACHINE   

 Support Vector Machine (SVM), proposed in 

1990‘s by Vapnik is based on the linear discriminate 

functions used for classification and regression [16]. The 

fundamental concept of the SVMs is to build a hyper 

plane as the decision making plane, which is used to 

separate the binary classes with positive (+1) and 

negative (-1) with the largest margin, which is computed 

by finding the minimum Vapnik Chervonenkis (VC) 

dimension of SVM. In case of the binary classification 

problem the   feature extraction is required to be initially 

performed. In the proposed method the 20 dimensional 

Fourier Descriptors are used for training SVM. Let us 

take the notations for the training data 
dxj  with a 

label  1,1yj }, for all the training data j = 1, 2, 3,  

… l , where l is the number of data, and d is the 

dimension of the classification problem. When the two 

classes are linearly separable in 
d ,  separating hyper 

plane which gives the smallest generalization error 

among the infinite number of possible hyper-planes is 

required to be computed. Such an optimal hyper-plane 

gives the maximum margin between the two classes. The 

margin is calculated as the sum of the distances from the 

hyper-plane to the closest data points of each of the two 

classes. These closest data points are called Support 

Vectors (SVs). The middle line on Fig. 1 represents the 

optimal separating hyper-plane. Hyper-plane is 

represented with a direction vector w (normal to the 

hyper-plane) and an offset vector b that satisfies the 

equation 

 wt . x + b = 0                        (5)     

 

 

Fig. 2.  Linear separating hyper-plane and Support 

vectors. The separation problem is to determine the 

hyper-plane such that xi + b ≥ 1 for positive 

examples and wxi + b ≤ 1 for negative examples.  

 

In case of binary classification in the two-dimensional 

case, there are support lines, instead of planes, and the 

decision boundary also is a line as shown in the figure. 

The distance from any point x on the line wx + b = 1 to 

the decision boundary is given by 

 
f(x)

‖x‖
=

1

‖w‖
                                      (6)        

 

In the above, note that f(x) = 1 for any x on the 

line  wxi + b = 1 .    Similarly, the distance from a point 

on the line  wxi + b = −1  to the decision boundary is 

given by 
−1

‖w‖
 .  So, the distance between the two 

supporting lines, or the margin, is 
2

||w||
 . Margin is 

maximized by maximizing 
2

||w||
  or minimizing 

||w||

2
 or for 

the sake of simplicity as in calculus,
||w||2

2
 

 

minw ,b Ф w    =
‖w‖2

2
                 (7) 

 

The optimal hyper-plane is found by minimizing (6) 

under the constraint (7) to correctly classify the training 

data. 

yi =  w. xi + b − 1 ≥ 0,∀i               (8)

      

Implementing linear SVM described above is a 

Quadratic Programming (QP) problem for which 

standard techniques like Lagrange Multipliers can be 

used.  

:


f  1,1 n

                                      (9) 
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The set of functions fλ could be a set of Radial Basis 

Functions or a multi-layer neural network.  

IV. Experimental set-up and Results   

For performing the hand posture classification shape 

based features were used and the performances of the 

two said classifiers were compared. The comparison was 

done based on various performance parameters like 

Classification Rate (CR) or Classification Accuracy 

(CA), False Alarm Rate (FAR), False Rejection Rate 

(FRR).  

In the training database total 6 postures A, B, C, 

Point, Five and V from Sebastian Marcel Database [19] 

have been used. Sample postures are given in Fig. 3: 

 

Fig. 3.  Six postures ‗a‘, ‗b‘, ‗c‘, ‗five‘, ‗point‘, ‗v‘ from 

Sebastian Marcel static hand postures database[19]. 

300 samples were used in the training phase (50 samples 

of each posture) and in testing 100 samples were used.  

Out of 100 samples in the testing, 50 were used for 

calculation of False Acceptance Rate (FAR) and 

remaining 50 were used for finding False Rejection Rate 

(FRR).  The size of posture images selected was 100 

x100. The algorithm first applies image pre-processing 

techniques on the images in order to cancel background 

and noise effects. The algorithm used for extracting the 

features is as follows: 

1. Input static hand gesture color image. 

2. Preprocess the input image using following 

steps: 

i) Convert RGB image to YUV color 

space. 

ii) Extract the skin color by applying 

thresholding. 

iii) Noise removal by applying median 

filter. 

iv) Convert the color image to black 

and white image with gesture representing 

binary as 1 and background as 0.  

3. Noise (eg. Spikes) is removed using 

morphological filters.  

4. Crop, and resize the extracted hand gesture to a 

size of 40 x 40 pixels in order to have the 

dimension of the Fourier descriptor uniform for 

all the images in the training database. 

5. Extract the boundary pixel coordinates of the 

gesture image.  

6. Represent the boundary in the complex plane 

where the column-coordinate is the real part 

and the row-coordinate the imaginary part. 

7. Calculate Fourier transform and form the 

feature vector of the 20 dimensional 

The features that are calculated using above algorithm 

are further used to classify the gestures using NN and 

SVM. Fig. 4 below shows the result of the algorithm 

which was used to extract the features of posture ‗A‘. 

Fig. 5 shows the boundary detection of the different hand 

postures used in this paper.   

 

Fig. 4.  Steps in Feature extraction of sample posture ‗A‘. 

  

 
 

Fig. 5.  Boundary Detection results of the proposed system 

for posture Five, B, C, V, and Point. 

In proposed system, multilayer feed forward 

neural network has been used for classification. For 

learning the network, Back propagation algorithm is 

used. The activation function used is ―Sigmoid‖. 

The second classifier used to classify six hand 

gestures (and not only two) was the combination of 

binary SVMs in a Classifier Tournament structure. For 

every pair of classes, a SVM classifier was trained that 

classifies between them. After new image features were 

computed in the preprocessing stage, the features were 

entered into all the binary classifiers. Every binary 

classifier outputs a class number giving a specific hand 

posture. Voting is taken and maximum number was the 

final class of posture. Detailed discussion on different 

multiclass SVM can be found at [20].   
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A. Performance parameters: 

1) False acceptance rate (FAR): is a measure of 

probability how a recognition system will accept an 

incorrect input as a positive match. A system‘s FAR 

typically is stated as the ratio of the number of false 

acceptances divided by the number of identification 

attempts.   

 
temptsimpostorAt

esFalseMatch
FAR %

                         (17) 

2) False Rejection rate (FRR): By contrast the FRR is a 

measure of probability a system will incorrectly reject an 

input as a negative match. A system‘s FRR typically is 

stated as the ratio of the number of false rejections 

divided by the number of identification attempts. 

 
emptEnroleeAtt

tchFalseNonMa
FRR %                       (18) 

3) Classification accuracy: It is defined as the rate of 

positive decisions in the total number of decisions for 

each stage of the procedure for instance positive match 

for all the test image will lead to 100% Recognition 

Accuracy. The action or process of classifying the 

correct postures from the test database is Recognition 

rate.  

emptEnroleeAtt

tchPositiveMa
CA (%)

                             (19) 

Table 1 and 2 shows the confusion matrix obtained from 

the SVM and ANN classifier. Total 100 images of each 

posture are used for testing the machines.  Table 3 

represents the FAR, FRR and CA for the six postures. 

TABLE 2. CONFUSION MATRIX (ANN AS CLASSIFIER)

 

Postures A B C POINT FIVE V 
A 90 - 6 - - 4 
B 1 93 - 6 - - 
C - - 93 7 -  
POINT - - 2 91 - 7 
FIVE 1 - 3 - 92 4 
V 3 3 - - - 94 

TABLE 2. CONFUSION MATRIX (SVM AS CLASSIFIER) 

Postures A B C POINT FIVE V 
A 84 - 7 1 - 8 

B 3 89 - 6 2 - 
C 2 1 91 5 - 1 

POINT 7 - 2 84 - 7 
FIVE 4 2 - - 92 2 

V 4 5 1 - - 90 

TABLE 3. PERFORMANCE OF NN AND SVM 

CLASSIFIERS:

 

Classifier Static 

Hand 

Gesture 

No. of 

test 

images 

FAR 

% 

FRR 

% 

CA 

% 

BP-NN A 50 5 10 90 

B 50 3 7 93 

C 50 11 7 93 

Point 50 13 9 91 

V 50 15 8 92 

Five 50 0 6 94 

Average Classification Accuracy 92.16 

SVM A 50 7.2 28 84 

B 50 2.8 9 89 

C 50 4.8 22 91 

Point 50 2.6 29 84 

V 50 9.2 29 92 

Five 50 00 36 90 

Average Classification Accuracy 88.33 

 

V. CONCLUSION AND FUTURE SCOPE 

The comparative study of NN and SVM 

classifiers for static hand gesture classification and 

recognition for the same feature vectors is reported with 

reference to CA, FAR and FRR.  

Overall, results show the performance of these 

two different classifiers are close and comparable. 

Average classification accuracy for ANN is 92.16 % and 

that of using SVM is 88.33%.  Database that has been 

used in this paper consist of the posture images having 

different view and illumination. The accuracy can be 

further increased by selecting the robust features which 

will be invariant to view and illumination.   

Future work will include extending the 

developed method to recognize dynamic Hand Gestures 

with video based and interactive system. This system can 

be implemented in various environments such as PC, 

mobile equipments and embedded etc.  
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