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Abstract - The Teaching Learning Based Optimization 

(TLBO) algorithm is one of the important algorithms 

which is based on effect of teacher on outputs of learner 

class. In literature TLBO algorithm is used to solve the 

large scale complex problems and real time applications. 

The purpose of this algorithm ranging from different 

application like scheduling, hydrothermal energy, water 

forecasting in urban development for forecasting the 

demand of water. This report presents a brief intro to the 

TLBO algorithm and its applications as well as the 

variations. The main purpose of this paper is to overview 

of applications solved using TLBO algorithm and findings 

of remarkable point to improve the solution. 
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I.  INTRODUCTION  
To figure out the real world problems, engineering 

optimization problems, the traditional approaches such as 
steepest decent, linear scheduling, dynamic scheduling, etc. 
are not capable due to its limitations such as accumulation of 
noise data, inflexible structure. The nature inspired 
optimization techniques are best suitable for these kind of 
problems like scheduling, forecasting, large scale optimization 
problems, problems that have many local optima [1, 2]. In 
paper [3] has described the brief overview of different nature 
inspired techniques such as, Genetic algorithm is a work based 
on survival of the fittest. Memetic algorithm works on the 
basis of the survival of fittest and most experienced. Particle 
swarm optimization works on the basis of the behavior of 
swarm of birds. Likewise the Ant colony optimization works 
behavior of ant towards the food using shortest path. Shuffled 
Frog Leaping algorithm works on the principle of 
communication among the frogs which works in groups. The 
algorithms like Artificial Bee Colony (ABC), Harmony search 
(HS) are also used to solve the optimization problems.  

The primary limitation of the mentioned algorithms to 
solve the optimization problem is all algorithms are required 
the parameter for proper working. Proper selection is 
important for optimum result. Hence there should be need of 
parameter less algorithm where algorithm are not depends on 
any parameter hence there is no any effect on solution [2]. The 
Teaching Learning Based Optimization (TLBO) [4] algorithm 
introduce in 2012 which is parameter less algorithm 
effectively used to solve the engineering optimization 
problem. 

 

The paper is organized in remaining part as follows: 
Section II gives brief about TLBO algorithm with brief idea 
and a flow chart of the algorithm. Section III is about 
overview about the application and problem solved using 
TLBO algorithm. Section IV describes the available variants 
of TLBO algorithm. That last section is Section V, is about 
discussion of conclusion.  

 
II. TEACHING LEARNING BASED OPTIMIZATION (TLBO) 

Teaching Learning Based Optimization (TLBO) is a 
population based, parameter less algorithm proposed in [2, 4], 
the teaching-learning process is based on effect of teacher on 
output of learner class. The population for TLBO algorithm is 
considered as a group of learners.  

The TLBO algorithm works into two phases– 
‘Teacher Phase’ and ‘Learner Phase’. In the algorithm, 
learning of the teacher phase of the teacher or instructor and 
learning of Learner Phase is between learners in various ways. 

The working of teacher phase is as follows: after 
initialization of population, calculate the mean of each subject 
and accordingly modify (improve) result of each student for 
improvement the overall mean of class. Mi is the mean of each 
subject, Ti is the teacher selected as Mnew. It tries to move 
mean Mi towards, its own level. The solution of the population 
is updated according to the difference between the existing 
main and the new meaning given by 

 
(1) 

Where,  
ri              =  any random number between 0 and 1 
Tf             =Teaching factor 
Mi           = it is mean of population at particular iteration 
Mnew   = best result that is teacher in population 
 

In equation (1) the value of teaching factor is probably the 
part which decides the mean value to be changed. The value of 
ri is random no within range of 0 and 1. The value of teaching 
factor TF  can be either 1 or 2 and decided randomly with 
equal probability as, 

                               
(2) 

 
This difference modifies the solution according to the 
following equation 

                                      
(3) 
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The working of Learning Phase as follows: 
Learner can increase their knowledge by following ways: 

� Input through the teacher to increase  the knowledge  
� Another way is the interaction between them  

 
Select randomly another Xi and Xj such way that (i≠j) 
 
                      If    

 
                      Else    

 
 
 
Accept Xnew if it gives a better function value. 
 And check termination condition, also finalize the solution.  
Figure 1 shows the flow chart of the TLBO algorithm. 
 

III. DIFFERENT PROBLEMS/APPLICATIONS SOLVED 

BY TLBO ALGORITHM 
TLBO algorithm widely applied to engineering 

optimization problem, linear scale problems and performance 
tested over the different benchmark function as well as for 
different problems. There is less literature available for the 
TLBO algorithm applied to the combinatorial problems like 
scheduling. The main aim of development of metaheuristics 
algorithm (GA, PSO, ACO etc.)  The author mentioned the 
same problem in [5], also author mentioned detailed literature 
overview about hoe TLBO applied to the combinatorial 
problems with the advantages.   Scheduling is most important 
and complicated the combinatorial search problem.  
 
A. Flow Shop and Job Shop Scheduling Problem [5]: 

In paper [6], the Adil Baykasog˘luet. et.al proposed 
TLBO algorithm for problem of flow shop scheduling and job 
shop scheduling problem. Author uses the Giffler and 
Thompson (G&T) algorithm for construction of active 
scheduling in the TLBO search. The mentioned problem gives 
the idea how to apply the TLBO algorithm for combinatorial 
problems like Flow shop Scheduling and Job shop Scheduling 
and idea about the performance of the algorithm over the 
problem. The makespan criterion for flow shop scheduling is 
still a hot topic of research [8]. 
 

 
Fig. 1 Flow Chart of TLBO algorithm\ 

 
B. Job Shop Scheduling Problem : 

In paper [7], the author explains about the optimization of 
JSSP. The goal of the author is to find the job operation 
scheduling list that minimizes the make span value. The 
results are compared with PSO, ABC, and MA. The advantage 
is TLBO algorithm cannot trap in local minima, as problem 
size increases, it is able to give the most optimal solution. 

 
C. Permutation Flow Shop Scheduling Problem : 

In paper [8, 9], the author explain the permutation flow 
shop scheduling using TLBO.  The author combines TLBO 
and VNS algorithm for fast solution improvement to hybrid 
Teaching–Learning-Based Optimization algorithm (HTLBO). 
This proposed algorithm used for PFSP to determine the job 
sequence with minimization of make span criterion.  With the 
experiment result author shows it works well and it is an 
effective approach. The future scope is for implementing the 
methodology for the Multiobjective flow shop and hybrid flow 
shop scheduling problems. 

 
D. Optimal Multi Distributed Generator (DG) Placement 

Problem: 



 Proceedings of 

IIIINTERNATIONAL NTERNATIONAL NTERNATIONAL NTERNATIONAL CCCCONFERENCE ONFERENCE ONFERENCE ONFERENCE OOOON N N N CCCCOMPUTINGOMPUTINGOMPUTINGOMPUTING,,,,    CCCCOMMUNICATION AND OMMUNICATION AND OMMUNICATION AND OMMUNICATION AND EEEENNNNERGY ERGY ERGY ERGY SSSSYSTEMS YSTEMS YSTEMS YSTEMS     

(ICCCES(ICCCES(ICCCES(ICCCES----16)16)16)16)    
In Association with IET, UK & Sponsored by TEQIPIn Association with IET, UK & Sponsored by TEQIPIn Association with IET, UK & Sponsored by TEQIPIn Association with IET, UK & Sponsored by TEQIP----IIIIIIII    

29th -30th, Jan. 2016 

K.E. Society's        
RAJARAMBAPU INSTITUTE OF TECHNOLOGYRAJARAMBAPU INSTITUTE OF TECHNOLOGYRAJARAMBAPU INSTITUTE OF TECHNOLOGYRAJARAMBAPU INSTITUTE OF TECHNOLOGY    

In paper [10], the author proposed TLBO algorithm for 
solving the optimal multi Distributed Generator (DG) 
placement problem which was defined by the author for 
minimization of loss, capacity release of transmission lines 
and voltage profile improvement and it was working in two 
stages. The obtained results have been compared with other 
optimization algorithms like GA (Genetic Algorithm) and 
PSO (Particle Swarm Optimization). The experimental Results 
showed significant reduction in power loss and line flows and 
significant improvement in voltage profile. 

 
E. Short Term Hydro-thermal Optimal Scheduling: 

In paper [11, 16], the author solves the Short Term 
Hydro-thermal Optimal Scheduling using TLBO algorithm. 
The author formulates the problem as minimization of the cost 
and emission units. The author combines the approach of DE 
and TLBO algorithm to solve the problem. The proposed 
method is tested on scenarios of a hydro-thermal power 
system. Author tested results and conclude that the results 
have overall enhanced the overall search ability of the 
algorithm. 

 
F. Flexible Job-Shop Scheduling Problem: 

In Paper [12] address the Flexible Job-Shop Scheduling 
Problem with fuzzy processing time using TLBO approach.  
Effectiveness of algorithm is shown by comparative study and 
analysis of result with other algorithms like ABC, PSO. 

 
G. Realistic flow shop scheduling problem: 

In Paper [1] describe the Discrete TLBO for realistic flow 
shop scheduling problem by modifying the teacher and learner 
phase. The experiment carried out for 90 realistic flow shop 
rescheduling instances with other efficient algorithms which 
indicate that the proposed algorithm is capable in terms of its 
searching quality, robustness, and efficiency. 

 
H. Mitigation of Transmission Losses: 

In Paper [13] represents the problem Mitigation of 
Transmission Losses with Voltage Stability Consideration 
using TLBO. The problem is solved for minimization of 
transmission loss and voltage stability by rescheduling 
reactive power control. 

 
I. Unconstrained optimization Problems based on GPGPU 

TLBO: 
In paper [14], author introduce the GPGPU based 

TLBO algorithm for unconstrained optimization problem for 
improvisation of results and result compare with ABC 
algorithm. Here author concludes that quality of solution 
obtained by TLBO is better as compared to ABC algorithm. 

These are the some applications/problems from existing 
literature where TLBO algorithm is used and it gives the 
efficient results rather that other evolutionary algorithms. Next 
section gives more idea about the available variants of TLBO 
algorithms which introduce with different aim such as is 
improvement of the performance.  

IV. VARIENTS OF TLBO ALGORITHM: 
A. non-dominant sorting TLBO (NSTLBO): 

In paper [15], the author describes Optimization of fused 
deposition modelling process using TLBO algorithm. In this 
work author works on single and Multiobjective optimization 
problem widely used rapid prototyping (RP) process. Here 
author proposed new variant that is non-dominant sorting 
TLBO (NSTLBO) algorithm which was proposed to solve the 
Multiobjective optimization problems of the fused 
decomposition (FDM) process. In this work the population is 
sorted after the evaluation of population in teacher phase and 
the learner phase after evaluation of population in respective 
phase. The non-dominated solutions are identify in the first 
sorting run and assigned rank one also it is deleted from 
solution. The remaining solutions sorted, and procedure is 
repeated until all the solutions set P are sorted and ranked.   
B. Elitist TLBO algorithm 

In paper [17, 18], the elitist TLBO algorithm is proposed 
for global function optimization. This variation is proposed by 
R. Venkata Rao and Vivek Patel [17].  The concept of elitism 
is utilized every generation the worst solutions are replaced by 
the elite solutions. In the TLBO algorithm, at the end of 
learner phase, if the duplicate solutions exist after replacing 
the worst solutions with elite solutions then it is necessary to 
modify the duplicate solutions in order to avoid trapping in the 
local optima. 
C. Improved TLBO: 

In paper [19, 20], author introduce the Improved TLBO 
algorithm in which the no of teacher is decided on basis of 
group of learner. The entire group of learner split into different 
group of learner according to their level and individual teacher 
assigned to the group where teacher responsible for 
improvisation of result. Author compared the algorithm result 
with Basic TLBO algorithm and on basis of experimental 
result they shows ITLBO work better than TLBO because of 
multiple teacher tries to improve the result. Here Teaching 
factor is also calculated based on best result. Same algorithm 
is used to design the linear phase- Finite Impulse Response 
(FIR) filters in [21].  
D. Multi Objective-ITLBO and Multi Objective -TLBO: 

In paper [21] author Introduce MO-ITLBO to solve the 
Multiobjective problem by using the grid based approach 
while paper [22] describe the MO-TLBO and uses the concept 
of non-determinant sorting and ranking process after 
evaluation of population. 
E. Group Leader Dominated-TLBO: 

In paper [23], the author introduce Group Leader 
Dominated-TLBO where learners are not directly 
communicate with each other. Each learner is assigned to at 
least one group where group leader is responsible for 
improvisation of learner knowledge. Teacher phase of LTLBO 
same as TLBO only modification is in only learner phase 
where each learner can be member of  more than one group , 
so to do this the concept of neighbourhood used from PSO and 
ring topology. 
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F. learning experience –TLBO: 
In paper [24], learning experience –TLBO introduce to 

improve the global performance of the TLBO algorithm. In 
teacher phase, according to random probability, learner 
improve the knowledge the by utilizing mean information of 
class. In learner Phase, the learner can learns knowledge from 
another learner which is randomly selected from the group of 
class.  
G. TLBO-with crossover operation: 

In paper [25], author introduces the TLBO-with crossover 
operation for performance improvement. The crossover 
operation is used in teaching phase of algorithm. The TLBOC 
and its purpose is to amend the local and global search 
capability of the original TLBO algorithm. 
H. Co-Evolutionary TLBO  algorithm: 

In paper [26], a co-evolutionary teaching-learning-based 
optimization (CTLBO) algorithm is proposed. In this paper 
author describe the stochastic resource-constrained project 
scheduling problem (SRCPSP). Co-evaluation isconsidered as 
the evaluation of two or more population simultaneously by 
using crossover operation in teacher phase 

 
These are the present literature of variant of TLBO used 

for different application/problems and some variant are 
introduced and applied to standard benchmark function. 

 
V. CONCLUSION: 

With the study of present literature of TLBO 
algorithm, it is observed that few resources available for 
complex combinatorial problems like scheduling. Most of the 
literature available where author applied algorithm to large 
scale optimization problems ranging from the problems from 
different stream such as   mechanical, electronics, electrical, 
urban development for demand forecasting and result 
compared with other evolutionary algorithm like 
(GA,PSO,ABC). Next we presented variant of TLBO 
algorithm used for improvement of performance and quality of 
solution. From the present literature of applications and 
variants of TLBO, it is clear that TLBO algorithm gives more 
optimal solution than the other evolutionary algorithm like 
(GA, PSO, and ABC). The problems are need to solved using 
Multiobjective algorithms which are efficiently produce 
quality solutions, so this part needs to take consideration and 
need to focus of the study with Multiobjective problem. 

The TLBO algorithm gives more optimal solution as 
problem size increased because the search space increased. 
The ITLBO gives more efficient results which compared with 
TLBO algorithm because the number of teacher is increased. 
This algorithm is possibly work more efficiently in parallel 
due to the learner assigned to teacher and evaluates them 
individual. So in future the study is required to address the 
complex combinatorial problems like scheduling using TLBO 
algorithm and it’s variation due to its capability to obtain 
quality solution. 
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